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The Effects of Diffusion and Advection on the
Evolution of Competing Species: a Survey on the

Lotka-Volterra Competition Model *

Jia Yuan Dai |

Abstract

This thesis is a rather complete survey concerning an ecologically mean-
ingful problem: how would two competing species evolve in a given spatially
heterogeneous and isolated environment? A special kind of the Lotka-Volterra
competition model is derived by assuming that the mechanisms of redistribu-
tion consist of mutual competition, random diffusion, and advective motion.
The main task is to analyze the evolutionary results of the competing species
in the long run, or equivalently, to determine the stability of equilibria of the
model. The mathematical methods such as maximum principles, calculus of
variation, and the theory of monotone dynamical systems are utilized as the
standard procedure. The main conclusion is that both random diffusion and
advective motion decide the evolutionary results; thus different combinations
of diffusion rates and advective tendencies may influence the evolutionary re-
sults. Accordingly, a preliminary bifurcation diagram can be established to

provide certain theoretically reliable predictions.

*Keywords: Lotka-Volterra competition model, random diffusion, advective motion, equilibria,

local stability, global stability
"Department of Mathematics, National Taiwan University. E-mail: R97221006@ntu.edu.tw
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The Effects of Diffusion and Advection on the
Evolution of Competing Species: a Survey on the

Lotka-Volterra Competition Model

Jia Yuan Dai *

1 Introduction

In 1910, Alfred J. Lotka proposed the article ”In the Theory of Autocatalytic
Chemical Reactions” which was effectively the logistic model. In 1920, Lotka ex-
tended the model to analyze predator-prey interaction in his book on biomathemat-
ics. In 1926, Vito Volterra derived the model independently for the purpose to make
a statistical analysis of fish catches in the Adriatic. Today, being a special kind of
reaction-diffusion-advection model which is proved to be mathematically meaning-
ful and challenging, the so-called Lotka-Volterra model has been widely and deeply
investigated both by ecologists and mathematicians, and indeed it can provide theo-
retically reliable predictions on the complicated interaction among different species
in an ecological system.

In this thesis, a rather detailed survey concerning a special kind of the Lotka-
Volterra competition model is presented. To state the problem more precisely, we
utilize the common-used approach based on fluxes to derive the model. Firstly, we
consider N species or N different pheotypes of a species which are mutually com-
peting in a given environment Q C R’ with boundary 9Q (in reality, [=3) and each

has the density w;(z,t) at location = and time t. There are some factors concerning

*Department of Mathematics, National Taiwan University. E-mail: R97221006@ntu.edu.tw



the reasonable setting:

(a)  Environment

In reality, the environment €2 is surely bounded, but for mathematical reasons
we require it to be a domain with smooth boundary. Since resources are not uni-
formly distributed, the heterogeneity of the environment can be reflected by the
intrinsic growth rate m(z,t). Nevertheless, we assume two rather particular con-
straints: (C1) All species or N different phenotypes of a species have the
same intrinsic growth rate. (C2) The environment is homogeneous in
time, that is, m(z,t) = m(x).

(b)  Mechenisms of Redistribution

There are two basic mechanisms that make the densities vary in time: one is
the local process such as birth, death, competition etc.; the other mechanism is the
motion of individuals which can be understood as a combination of the random mo-
tion and the advective motion, that is, conditional dispersal. Now, we take u;(x,t)
for example and let u(z,t) = (uy(z,t),uz(x,t),...,uy(z,t)), then the rate of change

of the total population of u; is given by

9 / wi(w yde = — [ Jinds + / Fi(u(z, t))dz (1)
ot Jo o9 Q

where J; is the density flux of u; through the boundary, n is the unit outer normal
on 00. and F;(u) = w;fi(u) with f;(u) being the per-capita growth rate of the i-th
species.

How can we describe the density flux? Since the effects of the random motion
in the flux is usually assumed to be proportional to the density gradient Vu;, and
it is reasonable to assume that all species move toward more favorable habitats, we
derive

JZ' = —szuZ + aiuiVm

where d; > 0 is the diffusion rate of u;, and «; > 0 is the advective tendency of wu;
toward the resource gradient Vm. To describe the per-capita growth rate, we need

to take into account not only the birth rate and death rate, but the interaction with



all other species; hence

fZ(u(I’ t)) = m<x) + Ztijuj(J:?t)

where ¢;; measures the intensity of mutual interaction between u,; and wu;. Here for
mathematical simplicity we assume another constraint: (C3) All diffusion rates

and advective tendencies are constants. Since the divergence theorem implies

/ Ji-nds:/V-Jidx
a0 Q

we obtain the equation:

N

J=1

8“2'
ot

Let T = [t;;] be the N x N interaction matrix, ¢; should be negative for all 4
because the living space and resources are limited, and concepts of cooperation and

competition are defined as:

Definition. Two species u; and u; (i # j) are called cooperative if —f > 0 and

8uj
0J; 9t <0 and 0J;

0ui an 6uz <0

> 0; competitive if

In particular, our model is competitive if ¢;; < 0 and ¢;; < 0 for 7 # j. However,
in this thesis we make a further constraint: (C4) t;; = —1 for all i,j ! in other
words, all species have the same competing ability. In ecological fields, the scenery
could occur if they were different phenotypes of the same species, or they were
different species but they had gained mutation from the same ancestral species, and
the result of mutation is not effective.

Finally, we assume that the ecological system is isolated; hence each equation
is equipped with the no-flux boundary condition. Owing to assumptions from (C1)

to (C4), we derive a special kind of the Lotka-Volterra competition system:

N

88? =V - (diVu; — aju; Vm) + ui(m — Zuj) in 2 x (0, 00) @
= 2
j=1

Blu;) = J; - n = diOyu; — aju0,m = 0 on 09 x (0, 00)

ISee Lemma 3.5 for the mathematical reason of the constraint.



where 0,u; = % is the normal derivative.

It is obvious that the diffusion rate and the advective tendency are two important
parameters of the full system (2). An interesting question is: How would com-
peting species evolve under a given combination of diffusion rates and
advective tendencies? Even though there are only two biological consequences
in the long run: only one species wins (or equivalently, all other species extinct) or
some species coerist, it is not easy to answer the above question by rough observa-
tions. For writing strategies, the ranges of diffusion rates and advective tendencies

are classified into three types:

Type A: general N, a; =0 for all i, and 0 < d; < dy < ... < dy.
Type B: N =2, as =0, and (2 is convex.
Type C: N =2, and «; > 0 for : = 1, 2.

and we make a notational convention whenever there are only two competing species:
(Notation) (uy,aq,dy) = (u, o, u) and (ug, g, ds) = (v, B, v) whenever N = 2.
At the first glance, the differences between the types may be slight, but the ap-
proaches to analyze the full system (2) become quite different as we will later see.
To study the full system (2), the first crucial task is to show that for any
non-negative continuous initial data ug(z) = u(z,0), there exists a unique classical
solution u(z,t) in Q x (0,7 (ug)) where T'(uy) > 0 is the existing time for uy. This
task is achieved by [15], Corollary 4.1 which proved that the full system (2) generates

a continuous local semiflow (or local semi-dynamical system):
S (0, T(uo)) x [CODIT — [C@QIY, S(tuo)(-) = ul~1)

where [C(Q)]" = {u : u: Q — R is continuous}. However, the full system (2) is
biological meaningful only if the existing time T'(ug) = co. For Type A, this require-
ment is fulfilled with some a priori L estimates (ref.[1], Lemma 2.3). For Type B
and C, it is obvious that positive constants K > max{||uo|| @) [|voll L @), 72 1o @) }
are supersolutions for each equation; hence by the Parabolic Comparison Principle
(see Appendix), the solution u(z,t) with initial data wug exists for all ¢ > 0. That is,
T'(up) = oo.



Now that obtaining exact solutions of the full system (2) is unlikely, it is wise

to consider the scalar equation:

% =V (d;VO —a,0Vm)+60(m—46) inQ x(0,00) 3)
B[] = d;0,0 — a;00,m =0 on 92 x (0, 00)

Under some suitable assumptions on the intrinsic growth rate m(z), especially
(A1) m(x) € C*™(Q) is not a constant function and / m(x)dz >0
Q

where 0 < 6 < 1, we can prove that for any d; > 0 and «; > 0, there exists
a unique positive steady-state 0 = 6(z;a;,d;) of (3) (see Theorem 1.6) and the
solution (0, ...,0,0(x; a;,d;), 0, ..., 0) to the full system (2) is often called a semi-trivial
equilibrium 2. Beside the semi-trivial equilibria, we call w(x) a positive equilibrium
if it is an equilibrium of the full system (2) and all components are positive. For

each equilibrium, we define several kinds of the stability as:
Definition. Let w(z) be an equilibrium of the full system (2), then

(1) w(z) is locally stable if for given € > 0, there exists r > 0 such that for any
non-negative continuous initial data ug with ||ug — w||Loo@) < r, the solution
u(w,t) satisfies |[u(-,t) — wl[ @, < € for sufficiently large t. Furthermore,

such w(x) is locally asymptotically stable if tlggo |lu(-,t) — wHLw@ =0.

(2) w(x) is globally asymptotically stable if for any non-negative and not identically
zero continuous initial data uy which is not an equilibrium, the solution u(x,t)

satisfies tlgg) lu(-,t) — w||Loo(§) =0.

It is known that the study on the local stability of semi-trivial equilibria can
obtain some rather strong implications on the dynamics of the full system (2). From
both mathematical and ecological points of view, a species will invade (or not invade)
even when it is rare if its corresponding semi-trivial equilibrium is unstable (or locally
stable). Mathematically, the local stability (and equivalently invasibility) of a semi-

trivial equilibrium is often determined by the sign of principal eigenvalues of the

2The terminology ”semi-trivial equilibrium” is in comparison with the ”trivial equilibrium” 0.



linearized system around it; thus we need to deal with eigenvalue problems.

The most difficult part is perhaps to determine the global stability of semi-trivial
equilibria, but the result is quite decisive since a species will win in the long run if its
corresponding semi-trivial equilibrium is globally asymptotically stable. The main
difficulties are rooted in the lack of sufficiently powerful mathematical tools such
as the maximum principles if N > 2, whereas in the quite restrictive case N = 2,
the full system (2) which is competitive can be cooperative via a change of variables
(see the proof of Lemma 1.8). After performing this change of variables, most
mathematical tools, especially the theory of monotone dynamical systems becomes

applicable (see Theorem 1.9 and Theorem 4.9).

Main Results

In section 2, we deal with the main result of the Type A which comes from

Dockery, Hutson, Mischaikow, and Pernarowski [1]:

Theorem 1.1. (c.f.[1]) Suppose that (A1) holds. Let U;(x) be the semi-trivial equi-

librium of the i-th species, then

(a) (local stability) Uy(x) is locally asymptotically stable, whereas U;(x) (i > 2) is

unstable.

(b) (global stability) if N = 2, Uy(z) is globally asymptotically stable.

When N competing species move randomly and compete mutually, Theorem 1.1
shows that the difference of the diffusion rates principally drives the dynamics of
the full system (2), and the slower-diffusing species will win if N = 2.

In section 3, the main result of the Type B comes from Cantrell, Cosner, and

Lou [3][4].

Theorem 1.2. (c.f.[3][4]) Suppose that N = 2 and (A1) holds. Let (6(x;a,p),0)
and (0,0(x;0,v)) be the semi-trivial equilibria of the 1st and 2nd species respectively.
IfQ is conver and p =~ v, then (0(x; a, ), 0) is globally asymptotically stable provided

that o is sufficiently small but not too small relative to the difference p — v.

6



Here p ~ v means u — v = O(e) for sufficiently small ¢ > 0. When two species
compete in a convexr environment and the advective tendency of the 1st species is
sufficiently small, Theorem 1.2 generalizes the result of Theorem 1.1 in the case
i < v. The new implication is for the case p > v that the faster-diffusing species
can overcome the disadvantage caused by far rapider diffusion via directed move-
ment toward more favorable habitats.

In section 4, we deal with the main result of Type C which comes from Ham-
brock and Lou [6]. Before dealing with the main result, we need other technical
assumptions on m(x) to restrict the distribution of resources in the environment:
(A2) |Vm(z)] > 0 for almost = € Q. In other words, the set of critical points of
m(z) has Lebesgue measure zero.

(A3) 9,m < 0 on 99, m(z) has only one critical point in Q denoted by g, and
zo € Q satisfies D*m(zg) is negative-definite, where D*m(x) is the Hessian matrix

of m(x) at = xo.

Theorem 1.3. (c.f.[6]) Suppose that N =2 and (A1) holds. Let (6(z;a, p),0) and
(0,0(z; B,v)) be the semi-trivial equilibria of the 1st and 2nd species respectively:

(a) if (A2) holds. then given any 0 < /v < 1/maxm, both semi-trivial equilibria
Q
are unstable and the full system (2) has at least one locally stable positive

equilibrium provided that o is sufficiently large.

(b) if (A3) holds and m > 0 in Q, given any B/v > 1/minm, then (0,0(z; 3,v))
Q
18 globally asymptotically stable provided that o is sufficiently large.

When both the diffusion rates and advective tendencies occur and the advective
tendency of the 1st species is sufficiently large, Theorem 1.3 shows that neither the
diffusion rate v nor the advective tendency (3, but the ratio of dispersal /v plays
an important role in the dynamics of the full system (2). It is in strong contrast
to Theorem 1.2 that as « increases, Theorem 1.3(a) shows that the 1st species
which is smarter may not win the competition and coexistence becomes possible.
Such coexistence is called an advection-induced coexistence. An explanation for such

phenomenon is that the smarter species concentrates on the most favorable habitats,

7



leaving enough room for the other species to survive there. However, if every habitat
is favorable (m > 0 in ) and both species strongly pursue favorable habitats,
Theorem 1.3(b) shows that they will lead to overcrowd, causing an advection-induced
extinction of the 1st species which has the larger advective tendency.

In the last section, we establish a bifurcation diagram to organize the main

results and provide some further interesting problems.

Frequently-applied Theorems and the Main Scheme

In this subsection, three basic and frequently-applied theorems (see Theorem 1.6,
1.7, and 1.9) in our subsequent analysis are presented. The first theorem concerns
about the existence and the uniqueness of the semi-trivial equilibrium. Here we
denote p = d; and a = «; in (3) for notational convenience. To change the no-flux
boundary condition into the Neumann boundary condition, we set w = e~ (@/®™g to

obtain the equivalent form of (3):

%—f = pAw + aVm - Vw + w(m — e(o‘/“)mw) in Q x (0,00) )
Blw] = 0,w =0 on 02 x (0, 00)

Since 0 is a trivial equilibrium of (4), we linearize (4) around 0 and then consider

the eigenvalue problem:

AP +aVm -Vo+om = Ao inQ

(5)
Bl¢] = 0,0 =0 on 0f)

Lemma 1.4. For each m € 02+5(§), a >0, and p > 0, there exists a unique simple
principal eigenvalue \(m, «, p) such that the correpsonding principal eigenfunction

18 strictly positive.

Proof. Since Q is compact and m € C*™(Q), it is well-known (ref.[9], p.340, Theo-
rem 3) that the eigenvalue problem
pAG + aVm - Vo + ¢(m — maxm) = ¢ in Q
Q

Bl¢] = 0,0 =0 on 0f)



has a unigue simple principal eigenvalue S\(m,a,u) such that the corresponding
principal eigenfunction is strictly positive; hence the original eigenvalue problem
has A(m, a, p) = S\(m,oz, @) + maxgm as the simple principal eigenvalue and the

corresponding principal eigenfunction is strictly positive. O

In fact, owing to the assumption (A1), the following lemma shows that the

principal eigenvalue of (5) is positive; hence 0 is unstable.

Lemma 1.5. Suppose that (A1) holds, then

(a) /me(a/“)mdx > 0.
QO

[i, metelimdy

>0 as p — oo; hence 0 1s unstable.

Proof. The mapping a € R — / mel®/MMdy is strictly increasing; hence (Al) im-
Q

plies / mel®Mmdg > 0 for all o > 0.

Toﬂprove the part (b), the main idea is to analyze the variational characteri-
zation of the principal eigenvalue. We let o(m, a, u) = —A(m, a, p) for notational
convenience and it suffices to consider the case ¢ > 0 by Lemma 1.4. Multiplying
(5) by ele/Wm g integrating over Q, and utilizing the divergence theorem and the

Neumann boundary condition, we obtain

(a/w)m |7 b12de — (e/w)m 42 7

e T me T

olm,a,p) = inf K fQ Vel j;Q ¢
SEH1(Q), 40 Jo ele/mme2ds

(6)
Take ¢ = 1, then o(m, o, u) < —m. Now, given € > 0, we want to show o(m, o, pt) >
—m — € if p is large enough, but it is only required to obtain

u/ M7 |2 — /(m — 1n)e MMy dy 4 6/ e/ mm g2 dg > ()
Q Q Q

for all ¢ € H'(Q) if u is large enough.
Since o(m, a, pt) is invariant under ¢ — c¢ for any nonzero constant ¢, it suffices

d
fQ|£| Y — 1. Define ¢(x) = 1+ () and apply the

Poincaré inequality, then there exists a constant K > 0 which is independent of ¢

to consider the case ¢ with

such that
[Vl 2@) < KNIVl 2@ = KIIVOl 2@

9



Applying the Hélder inequality, we obtain

/(m — m)elmptdy
0

/(m — )el®Mm (1 4 2 + ¢?)dx
Q
< 2|lmel®™ — e @I |9 | 2y + MW7)

1
= MKVl gy + MKV,
where M = ||me®/mm — ﬁ’Le(o‘/“)mHLm@) < oo. This inequality implies

u/ e(o‘/“)m|v¢|2d:ﬁ—/(m—m)e(o‘/“)mq§2dx+e/ ele/mm 2 g
Q Q

Q
> (uamin " — M)V ey — 2MIAE KTl o+ [ g > 0
Q Q

if p is large enough. [l

The unstability of 0 makes the single species invade even when it is rare. We
see that in the logistic model (o; = d; = 0 in (3)), 0 is unstable, and there exists a
unique global attractor among all non-negative and not identically zero continuous
initial data. The following theorem shows that (3) shares this key feature of the

logistic model.

Theorem 1.6. (c.f.[8]) Suppose that (A1) holds, then for any a > 0 and p > 0,
there exists a unique positive steady-state 6 = 0(x;a, p) of (4), that is, 0 is the

unique positive solution to the scalar equation

V- (uVl —abdVm)+0(m —0) =0 in Q
Bl0] = 0,0 — ab0,m = 0 on 0N

In addition, 0 is the global attractor among all non-negative and not identically zero

continuous initial data.

Proof. 1t suffices to consider the equivalent form of the scalar equation:

pAw 4+ aVm - Vw + w(m — e@/P™p) =0 in Q "
Blw] = 0,w =0 on 0f2

By Lemma 1.4, we let ¢; > 0 be the principal eigenfunction of (5) with the corre-

sponding principal eigenvalue \; > 0, then we can choose sufficiently small € > 0
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such that

pA(ed1) + aVm - V(er) + edr(m — e/ ™egy)
= e(pA¢1 + aVm - Véy +mey) — el e

= ey — €2 IMEE — ey (A — eel@HMp) > 0

hence e¢, is a subsolution of (7). If u(z,t) is a solution of (4) with u(x,0) = €y,

then
0 0
M;t’ ) = pA(egy) +aVm - V(epy) + edr(m — e PMepy) > 0
and general properties of sub- and supersolutions imply that u(z, ) is increasing in ¢

maXxg m

(vef.[8], Proposition 3.2) *. Since any constant K > is a supersolution

of (4), we can conclude that there exists a minimal positive steady-state of (4),
denoted by u*(z), such that u(z,t) 1 u*(x) as t — co.

If w** is another positive steady-state of (4) with ™ # u*, then since u* is
minimal, we have u** > u* and u** > u* somewhere in ). Since u* is a positive
solution of

pAY + aVm - Vip + h(m — e /M ™" = Xpin Q
B[] =0, =0 on 0f2
with A* = 0, and in the above eigenvalue problem, eigenfunctions belonging to

distinct eigenvalues are orthogonal; hence the principal eigenvalue A7 = 0. Similarly,

u*™ is a positive solution of
pAY 4+ aNm - Vip 4 h(m — elWmy™) = X in Q
B[] = 0,0 =0 on 0f)
with A** = 0; hence the principal eigenvalue \I* = 0. However, given h € C*™(Q),
the principal eigenvalue \; of the eigenvalue problem:
pAY +aVm -V +¢(m—h) =X in Q
Bl¢] = 0,0 =0 on 02
has a variational characterization:

\ —p fo, /1M Y 2da + [, e /™ (m — h)yid
= sup —
Ve (@) 440 Jo ele/kmytde

3Honestly speaking, I have not found the way to prove such general properties.
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hence m — e(@/WmMy™* < m—e@Pmy* and m— e @My < m— el @/Mmy* somewhere
in  imply A\]" < A}, which is a contradiction.

If u(z, t) is a solution of (4) with non-negative and not identically zero continuous
initial data, then u(z,t) > 0 in Q x (0,00) by the Parabolic Strong Maximum
Principle (see Appendix). For any ¢, > 0, we can choose sufficiently small € > 0
such that u(x,0) = ey (x) < u(w,t) for all x € Q, then u(x,t —to) < u(x,t) for
all t > ¢y by the Parabolic Comparison Principle (see Appendix). Thus, u(z,t) is
bounded from below by u(z,t — t9) and u(z,t — ty) T u*(x) as t — oo. Since u* is
the unique positive steady-state of (4) and u(z,t) is bounded in Q x [0, 00), we have

u(z,t) = u*(x) as t — 0. O

Even though the full system (2) is non-linear (indeed, semi-linear), the local
stability of semi-trivial equilibria can be determined by the spectrum of the linearized
system around them (ref.[15], Theorem 4.2). In paricular, if N = 2, the second

theorem provides a manipulable criterion for the local stability:

Theorem 1.7. (c.f.[6]) If N = 2, then the semi-trivial equilibrium (0,6(z; B,v)) is
locally stable/unstable if and only if the following eigenvalue problem for (X, ¢) €
R x C?M(Q):

V- (uVo— agVm) + ¢lm — (5 5,v)] = A in Q
B[§] = 10, — agdym =0 on 9Q, ¢ >0 in Q
has a negative/positive principal eigenvalue Ai. The criterion for the local stability

of (0(z; a, 1), 0) is analogous.

Proof. If N = 2, then the linearization of the full system (2) around (0, 0(z; 5, v))

leads to the eigenvalue problem:

Ly[¢]
Ls[)]

V- (1Y — adVm) + ¢lm — 6(+ B,v)] = Ao in
V- (Vi — BOVm) + lm — 20( B,v)] = M — 0( 8,0)é  in

The main observation is that the principal eigenvalue of Ly is always negative.

To see this observation, we let (A, %) be a solution pair of Ly[t)] = Ay with ¢ > 0
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and 0 = 0(-; 5,v). Multiplying Ls[¢)] = A\ by e~B/MImg integrating over €, and

utilizing the equation of 6:

V- wV0—p0Vm)+6(m—60)=0 inQ
B[] = 9,0 =0 on 0f)

we can derive
)\/ e~ BIIm G dy = / ve  BIImgyg [e=B/myg (e=B/Imy] 4 (m — 20)e™ MM Opda
Q Q
_ / pe(B1m g [~ GBI (=BImgN 4 (1 — 20)e= Mgy
0

= —/ e_(ﬁ/”)WGde:E <0
Q

Let A\ be the principal eigenvalue of L;. Suppose that (0,60(z;3,v)) is stable,
and if (9) has a solution pair with A; > 0. Since the principal eigenvalue of L is
negative, which implies that A; lies in the resolvent set of Lo; hence there exists a
unique solution ¢ of (Ly — MI)[Y)] = —0O¢. In other words, (9) has a non-trivial
solution with A\; > 0, which contradicts the local stability of (0,0(x; 3, v)).

Suppose that (0,0(x; 5,v)) is unstable, then there exists a non-trivial solution
pair (A, ¢,¢) with Re(A) > 0. If ¢ = 0, then L, has an eigenvalue with positive
real parts; hence its principal eigenvalue is positive, which is a contradiction. Con-
sequently, ¢ # 0 implies that L; has an eigenvalue with positive real parts; hence

its principal eigenvalue is positive. O

To determine the global stability of semi-trivial equilibria, the first step is to

show that the full system (2) is a strongly monotone dynamical system if N = 2:

Lemma 1.8. Let (ui(x,t),v1(x,t)) and (uz(x,t),va(x,t)) be two solutions of the
full system (2) with ui(z,0) > us(w,0) and vi(x,0) < vy(w,0) for x € Q, then
ui(z,t) > ug(z,t) and vi(x,t) < vy(x,t) for x € Q and t > 0. Furthermore, if
uy (,0) # ua(z,0) and vi(z,0) # vy(x,0) for some x € Q, then ui(x,t) > ua(z,t)

and vy (z,t) < vy(z,t) forx € Q and t > 0.
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Proof. We set (u;, v;) — (e~ @My, e=B/Mmy) to get the equivalent form:

;ZZ = pAu; + aVm - Vu; + ug(m — el@/Wmy; — Bmy)in Q x (0, 00)
81: — vAv; + BVm - Vo + v;(m — e@mmy; — eB/MImy) - in O x (0,00)  (10)
Blu;] = 9yu; =0, Blvi] = 0,v; =0 on 02 x (0, 00)

Since v;(z,t) is bounded in Q x [0,00) for any given initial data v;(x,0), we can
choose a constant K > 0 (which may be dependent on the initial data) such that
vi(z,t) < K for all (z,t) € Q x [0,00). Consequently, (10) becomes cooperative
via the change of variables (u;,v;) — (u;, K — v;). Since ui(x,0) > ug(x,0) and
K —vi(2,0) > K — vy(z,0) for all z € Q, by the Parabolic Comparison Principle
(see Appendix), we have wuy(z,t) > us(x,t) and K — vy(z,t) > K — vo(z,t) for
all z € Q and t > 0. The last part of the Lemma follows from the Parabolic Hopf

Boundary Lemma and the Parabolic Strong Maximum Principle (see Appendix). [

Combining with Lemma 1.5(b), Theorem 1.6, and Lemma 1.8, we can apply the

following theorem which provides a criterion to determine the global stability.

Theorem 1.9. (c.f. [14], Theorem B) Suppose that N = 2 and (A1) holds. Let
(0(x; o, 1),0) and (0,0(x; B,v)) be the semi-trivial equilibria of the 1st and 2nd
species respectively. If (0(x; o, i), 0) is locally stable, (0,0(x; 3,v)) is unstable, and
the full system (2) has no positive equilibria, then (0(z;a, 1),0) is globally asymp-
totically stable. The criterion for the global stability of (0,0(x;5,v)) is analogous.
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We establish the following scheme to close this subsection.

Problems Main Ideas Related Theorems
Local Stability | eigenvalue problems | determine the sign of Theorem 1.7
principal eigenvalues
No Coexistence argue by contradiction Lemma 3.5
Lemma 4.10
Global Stability Theorem 1.9

Briefly speaking, the first task is to determine the local stability via the sign of

principal eigenvalues. The second task is to rule out the possibility of positive

equilibria. This may be the most difficult part because we need to compare with

some integral identities which are not a priori known (see Lemma 3.5) or to control

the asymptotic behavior of principal eigenvalues with respect to some parameters

(see Theorem 4.5 and Lemma 4.10). As long as all the conditions in Theorem 1.9

are fulfilled, the global stability follows directly.
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2 The Main Result of Type A

In Type A, all advective tendencies are zero; hence the full system (2) becomes

ou; Al

C = d;Au; +ui(m — Y u;)  in Q x (0,00)
ot 2. ( (1)
Blu;] = 0pu; =0 on 0% x (0, 00)

and the scalar equation (3) becomes

65;’ = d;Au; + ui(m — u;) in  x (0, 00)
Blu;| = 0pu; =0 on 9N x (0,00)

We note that Theorem 1.6 guarantees the existence and uniqueness of the positive
steady-state of (11) which is a global attractor among all non-negative and not iden-
tically zero continuous initial data. In this section, the ¢-th semi-trivial equilibrium
is denoted by U;(z) = (0,...,1;(x), ...,0) with @;(z) > 0 in Q. To understand the

local stability of U;(x), we need to determine the sign of principal eigenvalues of the

linearization operator of the full system around U;(x) *:
6vi ~ ~
ot = L2[Ui; dz’]Uz‘ — U Zvj
3 j#i (12)
% = Ll[di; dk]Uk for k 7’é 1

where L1,L, : D = {u € C*™(Q) : B[u] = 00on 0Q} — C°(Q) are two linear

operators defined by

Ll[ﬁi; dk] = dkA + (m — 122) for k # 1
Even though (12) is a coupled system, we will show that it suffices to discuss the
sign of principal eigenvalues of Lq[u;;dg] (k # i) and Ly[i;; d;]. Since both m — 4;
and m — 24; lie in C**°(Q), we investigate the eigenvalue problem:

PAG + ho = Ao in )
B[¢] = 0,0 =0 on 0N

“We note that Theorem 1.7 deals with the case N = 2, not general N.
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for any given p > 0 and h € C*™(Q).
By Lemma 1.4, we denote the principal eigenvalue of Li[d;; di] by A(m — 1, di),
and the principal eigenvalue of Ls[i;; d;| by A(m — 21;,d;). The following lemmas

provide more characterizations of the principal eigenvalues:
Lemma 2.1. (c.f.[9]) M h, 1) satisfies the following properties

(a) A(h,p) is continuous and non-increasing in u, and strictly decreasing in p if

h is not a constant function.

(b) If hi(x) > ho(x) for all x € Q, then A hy,pu) > A(he, ). Strict inequality

occurs if hy(x) # ha(x) for some x € Q.

Proof. Put & = 0 and m = h into (6), we have

o IVoPPde — [, he*da

o(h, ) = inf
(1) GEH!(Q),670 Jo 2dx
hence (a) and (b) follow immediately. O

Lemma 2.2. (c.f.[1])

>0 ifi>k
<0 ifi<k

)\(m — QZZ', dk)

>\(m — Qﬂl,dz) <0 fOTi =1,2,..N

Ly, Ly have bounded inverses whenever the corresponding principal eigenvalue is
less than zero, and (—Ly)™", (—Ly)™" are positive operators in the sense that v > 0
implies (—L1) v > 0 and (—Ly)"'v > 0, and the inequalities are strict if v # 0

somewhere in ).
Proof. By definition, 4; is a positive function that satisfies

hence u; is the principal eigenfunction with the corresponding principal eigenvalue
A(m — 1;,d;) = 0. Since d; > dj, for i > k, Lemma 2.1(a) implies A(m — 4;,dy) >

A(m — 4;,d;) = 0. The case i < k follows similarly. Also, Lemma 2.1(b) implies
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To prove the second assertion, we apply the Schauder interior estimates (ref.[10],

Theorem 6.2) to get a constant ¢ > 0 which is independent of u such that

ullc2ts(qy < el Lillcsy + [ulles)) (i=1,2)

5 compact

Now that C** C? and 0 is not an eigenvalue of L; whenever the corresponding
principal eigenvalue is less than zero, by the Fredholm alternative (ref.[10], Theorem
5.3), L;

(2

! exists and it is bounded. The positivity of (—L;)™" and (—Ly)~" follows

from maximum principles (ref.[12], Lemma 14.3 and Theorem 16.6). O]

Theorem 2.3. (c.f.[1]) Ui(z) is hyperbolic and locally asymptotically stable, whereas
Ui(z) fori > 2 is unstable. Except the zero function, there are no other equlibria in

the biological feasible region K™ = {u € C*™(Q) : u > 0}

Proof. For fixed + and 1 < ¢ < N, it is biologically reasonable to consider the

linearized system of (11) around U;(z) in K; thus we consider (12):

v -
ot :L U@, z ulzvj

JFi
% = Ly [d;; di]oy, for k #1

with vy > 0 for k # ¢. It is known that the local stability can be determined by the

spectrum of the linearized system (ref. [15], Theorem 4.2). Since

L uza U/’LZU] < L2 ul7
J#i

we can conclude that the largest real parts of eigenvalues of the linearized system is

smaller than

max{A(m — a;,dg), \(m — 24;,d;) : k # i}

If + = 1, then all eigenvalues have negative real parts by Lemma 2.2. Consequently,
Uy (x) is hyperbolic and locally aymptotically stable. If ¢ > 2, then A(m —;,d;—1) >
0, which implies the unstability.

Suppose that the final assertion of the theorem is false; hence another nonzero

equilibrium exists in K. By a rearrangement of indices if necessary, the equilibrium
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can be of the form (u},us,...,u;,0,...,0), 2 < i < N and u; > 0 is not identically

%)

zero for all 1 < j <. Put the equilibrium into the system (11), we get

dj Auy + uf(m — Zu;) =0
k=1

for all 1 < j <; hence A\(m — Zuz,dj) =0forall1 <j<i. But Zu; is not a
k=1 k=1
constant function; hence Lemma 2.1(b) implies

0=Am— Zu;,di) < A(m — Zu;, di—1) =0
k=1 k=1

which is a contradiction. O]
Proof of Theorem 1.1

Proof. The part (a) follows from Theorem 2.3. The part (b) follows from Theorem
2.3 and Theorem 1.9. O

An Interlude: Type A Under Effects of Mutation

In this subsection, the genetics of N species or N different phenotypes of the
same species are assumed to be haploid; hence their process of mutation is simple

enough that we can take the effects of mutation into account:

N
% :dlAuleul(m—Zuj) +€ZMijuj in % (0, OO)
t j=1 =1 (13)
Blu;] = 0pu; =0 on 0N x (0, 00)

where M;;u; is the density converted from u; into w; via mutation. The effects of
mutation is represented by the mutation matric M = [M,j]nxn. Even though it
is believed that mutation happens randomly, but for mathematical simplicity, we

assume that M is a constant matrix satisfying:

<0 ifi=7 self-mutation is harmful

>0 ifi#j
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and we focus on the case of small mutation rate 0 < e < 1.

What are behaviors of semi-trivial equilibria under effects of mutation? A stan-
dard method is to utilize the implicit function theorem to describe the perturbation
of U;(x), but the fairly interesting part is to show that after perturbation
Ui(z) still lies in the biological feasible region K, even in intK™.

To utilize the
by

For notational correctness, we consider u as column wvectors.

implicit function theorem, we define the operator F : DV x R — [C°(Q)]V
F(u,e) = D(Au) +u(m —1-u) + eMu

where D = diag[dy,ds, ...,dy] and 1 = [1,1,...,1]". Equilibria of the perturbed
system (13) are solutions of F'(u,€) = 0, and we try to solve u in terms of € such
that F'(u(e),e) = 0 for all small € > 0. The Frechét derivative of F' at (Uy(x),0) is

the linear operator L : DV — [C°(Q)]Y given by
Liu] = D(Au) + u(m —1-U;y) — (1 -w)U; (14)

The components of L are

(L[u])1 = Lo[uy; dy]uy — Zufluj

j=2

(L[u]); = Lq[uy; d;|u; for i > 2

hence L can be written as

[ Lolivd)  —d ... - D

0 Ly[uy;ds) ... 0 0

L —

0 0 Lq[dy; dy -] 0

I 0 0 0 L [uy; dy] |

Similar arguments of Lemma 2.2 can prove that L has a bounded inverse, but the

structure of L™! can be described explicitly:

~Ly' —Ly (@l ds]) o Lyt Ly s )
0 —Ly '[tir; do) ’
L (15)
0 0 0
0 0 — Ly [uy; dy) i
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where —Ly' = —Ly'[u;di]. By Lemma 2.2, each diagonal entry of —L™' is a

positive operator and other nonzero off-diagonal entry is a bounded operator.

Theorem 2.4. (c.f.[1]) There exists €g > 0 such that the perturbed system (13) has
an equilibrium U, (z;¢€) € [C*T(Q))N for 0 < € < ey with Uy(z;0) = Ui(x), and

Uy (x;-) is real analytic, hyperbolic and locally asymptotically stable.

Proof. (c.f.[11], p.15) F is linear in €, quadratic in u, and it has partial Frechét
derivatives up to infinitely many order of which power series converges in some

neighborhood of (U3, 0); hence F is analytic. We define G : DV x R — [C°(Q)]Y by
G(u,€) =u— L' F(u,e)

then G is analytic and G(Uy,0) = U;y. Let D,G(u,€) be the partial Frechét deriva-
tive of G at (u,€), then D,G(U;,0) = 0; thus there exists 0 < x < 1 such that
|D.G(u,€)|| < k in some neighborhood of (U, 0). By the Contraction Mapping
Theorem, some € > 0 exists such that there exists f : (0,¢) — [C?(Q)]Y which
is analytic and satisfies f(0) = Uy, and F(f(€),e) = 0. Denote f(e) = Ui(+;€), and
from Theorem 2.3 we can choose smaller ¢; > 0 to maintain the local stability and

hyperbolicity. O]

To ensure Uy (€) (= Uy (x; €)) has any biological meaning, we must show that it lies
in K. Since 1;(x) > 0 in Q, it suffices to prove the other i-th (i > 2) components
of U;(€) remain non-negative under the perturbation. Define U () = Uy(e) = U, and
fix i with 2 < i < N. To investigate the Taylor series of U(e), we put U(e) into (14)
to get

LU(e) = DA[U(€) = Ur] + [m — 1- Uh][Us(e) — Ur] — {1 - [Un(e) — U]} Uh
= DAU(€) + [m = 1- Ui()|Us(€) + eMUi(e) — eMUy(e) + [1- U(€)]U(e)
= —eM[U, + U(e)] + [1- T (e)]U(e)

A~ k/\
Denote 9*U(0) = aaL]ge)|e_0. A direct computation and induction show
€
LOMU(0) = — MU,
k-1
LOFU(0) = [1-0F7U(0)]0/TU(0) — kMOF'U(0)  for k > 2
j=1
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Since L' exists, we substitute backward to obtain 861(7(0) = (=L *M)U, and
U (0) = k{(—L'M)*U, + lower order term in (—L~ M)

If the principal term is of order k, then [8?U(0)]; = 0 for j = 1,...,k — 1. From the
special form of —L~* (see (15)) and U, (z) = (4i1(z),0, ..., 0), we observe

[85(7(0)]z # 0 if and only if [M@f_lﬁ(())]i # 0 if and only if [M*U,); # 0

hence the sign of the principal term is determined by the (, 1)-entry of M ¥ denoted
by [M*];1, which is characterized by the following lemma:

Lemma 2.5. (c.f.[1]) For each i with 2 < i < N, there are two possibilities:
either [M*];; = 0 for all k > 1 or there exists p = p(i) with 1 < p(i) < N — 1 such

that
=0 if1<k<p

>0 ifk=0p

[M*]i1

Proof. ° Suppose that [M7];; # 0 for some j, then we can always choose p = p(i)
such that [M*);; = 0 for 1 < k < p and [MP]; # 0. If p > N, then by the
Cayley-Hamilton theorem, [M*];; = 0 for all k > 1, which is a contradiction. If
1 <p< N —1, then we must utilize the structure of M to guarantee [M?];; > 0.

Define an oriented-graph on the vertices {1,2, ..., N} as following: Two vertices
i and j are connected by an oriented-path p; ; started from 7 into j if M;; # 0, and
we define M;; to be the weight on p; ;. An example is given by

®The fairly simple and beautiful proof comes from Y. J. Cheng: R97221014@ntu.edu.tw
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Let Pj, i, : Djoir = DPjrja — - — Djr_1.jx D€ a total oriented-path of length | P;

JoJk‘ =
as w(PjoJk) = Mj0j1 Mj1j2"'Mjk—ljk7

k connecting jo and ji. Define the weight of P ;,

then an inductive argument shows that
(MM = > w(Piy)
|Py 1| =k

Let p = p(i) be the least length of total oriented-paths connecting i and 1, then
[Mglin = 0 for all 1 < k < p, but each of them has no cycles p,, (r = 1,...,N) of

which weight is negative. Consequently, [M*];; > 0. ]

Lemma 2.5 implies that either [9*U(0)); = 0 for all k > 1 or [?U(0)]; = 0 for
1< j < pand [0°U(0)]; = p![(—L'M)PU]; > 0 which is independent of . Thus,
we have proved the following theorem which concludes that Uy (z;€) lies in K, even

in int K under the effects of small mutation.

Theorem 2.6. (c.f.[1]) Let U(e) = Uy(e) — Uy, and fiz i with 2 <i < N, then for
0 < €< e, either U(e); =0 in Q or

~

Ule)i = Dyy(x) + O(ePDF)

where vi(z) > 0 for all x € Q.
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3 The Main Result of Type B

In Type B, there are two competing species and only the 1st species pursues

more favorable habitats; hence the full system (2) becomes

@:V-(MVU—auVm)%—u(m—u—v) in Q x (0,0)

T
% =vAv+v(m—u—v) in  x (0, 00) (16)

Blu] = uo,u — aud,m =0, Blv] = 0,vy =0 on 9Q x (0, 00)

and the scalar equation (3) becomes

% =V (uVu—auVm)+ulm—u) inQ x (0,00) an
Blu] = popyu — aud,m =0 on 02 x (0, 00)

% =vAv+v(m—ov) inQ x (0,00) (18)
Bv] =0,v =0 on 0N x (0, 0)
We note that for each a > 0 and p,v > 0, Theorem 1.6 guarantees the existence
and uniqueness of the positive steady-state @ = (o, u) = 0(-; o, ) of (17), v =
o(v) = 6(-;0,v) of (18) respectively, and each of them is a global attractor among
all non-negative and not identically zero continuous initial data.
To determine the local stability, we know from Theorem 1.7 that the semi-trivial

equilibrium (%, 0) is locally stable/unstable if and only if the principal eigenvalue of

the problem
vAY +(m —1a) =0t in 19)
B[Y] = 0,10 =0 on 0f)

is negative/positive. Similarly, (0,0) is locally stable/unstable if and only if the
principal eigenvalue of the problem
V- (uVo—apVm) + ¢(m —0) =71¢ in
B[¢] = puon¢ — apd,m = 0 on 0f)
or the equivalent form by taking ¢ — e~ (@/W™mg
uAp+aVe-Vm+o(m —0) =7¢ in Q2
B[¢] = 0,0 =0 on 0f2

(20)
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is negative/positive. In the subsequent analysis, we always consider the equivalent
form because it is equipped with the Neumann boundary condition.

How can we investigate the effects of diffusion and small advective tendency
on the evolution of competition? The main idea is to examine the results by the
perturbation analysis of parameters (o, p, ) in (16) from (0, o, p0) for some g > 0.
For readers’ convenience, we collect a version of the implicit function theorem (ref.

[8], Theorem 3.5) :

Theorem 3.1. (c.f.[8]) Let X, Y and Z be Banach spaces and F': U C X XY — Z
where U is an open subset. Suppose F(x,y) and F,(x,y) are continuous in U and
F(xo,y0) = 0 for some (xg,y0) € U. If the linear map F,(xo,y0) : Y — Z has a
continuous inverse, then some neighborhood V' of x exists such that for each x € V,
there ezists a unique y(z) € Y satisfying F(z,y(x)) = 0 and the mapping x — y(x)
18 differentiable.

Lemma 3.2. (c.f.[3]) Suppose that ap > 0 and g, vy > 0. The map from R? to
C?(Q) given by (o, ) — i(a, 1) is differentiable in some neighborhood of (v, o).
The map from R to C*™(Q) given by v — ©(v) is differentiable in some neigh-
borhood of vy. Let oo(a, p,v) and 7o(a, p,v) be the principal eigenvalues of (19)
and (20) respectively, then oo(c, p,v), To(e, 1, v) and their corresponding normal-
1zed eigenfunctions depend differentiably on «, p, and v in some neighborhood of
(co, po, o).
Proof. The main idea is to utilize Theorem 3.1 via comparison of principal eigen-
values. To show that @ depends differentiably on « and g, we set @ = e~ (*/®™g in
(17) and multiply e®/®™ then

uV - (el/Rm7p) 4 e/ mmap(m — e /PME) =0 in Q

B[w] = 0,w =0 on 0f2
Define Y = {w € C**(Q) : 9,w = 00on 9Q} and F: R x R x Y — C°(Q) by

F(a, p,w) = pV - (e@/Mmw) 4 el@/mmy(m — el@/mmyy)

For any v € Y, we calculate

d
Dy F (o p,w)o = == Fla p,wt€v)|mg = pV - (T 0) + (10 (m = 2¢10 ™)
€
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To show that Dy, F (g, 1o, W) is invertible, we must prove that for any h(z) € C°(Q),

the equation for v € Y
110V - (eleo/momsgy) o eleo/mo)my, (i — 9e(e/moimpy — p(z) in Q)

has a unique solution. Since F'(ap, po, w) = 0 implies that ¢» = @ is the positive

solution of the eigenvalue problem

LoV - (e(QO/#o)mv¢) + e(ao/uo)m¢(m _ 6(CVO/#O)m) =\ inQ
Bly] =0, =0 on 0f)

with A = 0; hence the principal eigenvalue \; = 0. By the variational characteriza-
tion of principal eigenvalues (8), the fact m — 2e(@0/Ho)mapy <y — e(@o/Hmap implies

that the eigenvalue problem

1oV - (e(ao/uo)mvw) + 6(0‘0/“°)mw(m _ 2€(ao/uo)m) =\ inQ
Bly] =09, =0 on 0N

has the principal eigenvalue A\] < A; = 0; hence all other eigenvalues have negative
real parts. Now that 0 lies in the resolvent set of D, F'(«y, g, W), we can conclude
that Dy, F'(a, o, W) has a continuous inverse; hence the differentiable dependence of
 on « and p follows from Theorem 3.1. The proof for the differentiable dependence
of ¥ on p is an analogy.

However, the proof for the differentiable dependences of oy and 7 on «, v and

v need some modification. Multiplying (20) by e®/®™ yields

pV - (MG B) 4 el M (m — §) = Tel/Mmpin Q
Bl¢] = 0,0 =0 on 052

Define G : (R? x Y) x (Y x R) = C°(Q) x R by

Glas 1,5, 6,7) = (V- (1197 @) 4 (@1 (1 _ 5y peles/im g / /M 2 1)
Q

The linearization of G with respect to ¢ and 7 is Dy G (a, 1,0, ¢, 7)(v, p) =

(V- (e(o‘/“)va) + e(o‘/“)mv(m — ) — rele/mmy — pele/mm g 2/ e(a/”)mgbvdx)
Q
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where (v,p) € Y x R. Let 77 = 7o(, tto, %) and © = 0(rp). To show that
D) G(, 1o, D, ¢o, 73 ) is invertible, we should prove that for any (g,7) € C°(Q)xR,

the equations

1oV - (e(ao/uo)mvv) + e(ao/“O)mv(m — ) — 7-(>]’<e(ozo/uo)mv — peleo/m)m g g(x)

21
2/e(a0/“0)m¢ovdx:r (21)
Q

in Q have a unique solution (v,p) € Y x R. By a special version of the Fredholm

alternative (ref.[8], Theorem 1.10), v € Y can be solved for given g € C°(Q) if
/(/)6(“0/“0)%0 + 9)¢odz =0
Q

We normalize ¢q as / elao/ “O)mgbgd:ﬂ = 1, then p is uniquely determined by p =
Q

— / ¢ogdx. To show that v is uniquely determined, we observe that v has the form
Q

v = vy + S where vy is a given particular solution of the first equation of (21) and

s € R. Substituting this form into the second equation of (21) and utilizing the

normalization of ¢q yield

2/ e(QO/“O)quﬁgvodx +2s=r
Q

hence s is uniquely determined by s = r/2 — / eleo/nom g vodz. By the Schauder
interior estimates (ref.[10], Theorem 6.2) the Sogllution mapping from (g,r) to (v, p)
is continuous; thus the differentiable dependence of 75 on «, p and v follows from
Theorem 3.1. The proof for the differentiable dependence of oy on «, pu and v is an

analogy. O]

When (a, p,v) = (0, o, o), we know @ = o = 6 where 6 is the unique positive

steady-state of
A0 +60(m—0)=0 inQ
Lo (m —0) in (22)
B[] = 0,0 =0 on 052

By Lemma 3.2, we let (a, p,v) = (a(s), pu(s), v(s)) where a(s), u(s), and v(s) are
differentiable functions in a neighborhool of 0 with (a(0), 1(0),2(0)) = (0, o, fto)-
When s = 0, ¥ = pof is a positive solution of (19) with 0 = 0 and ¥ = pyb is a
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positive solution of the equivalent form (20) with 7 = 0 where p, is any positive con-

stant; hence o¢(0, o, to) = 70(0, o, o) = 0. To be consistent with Lemma 3.2, we

choose py = 1/ / 6?dx and require that the eigenfunctions v, and ¢, corresponding
Q

to o¢ and 7y respectively satisfy

/ Yide =1, / ele/mm g2y — 1
Q Q

We express the parameters («, i, ), the positive steady-state @ and 0, the principal

eigenvalues oy and 7y, and the normalized eigenfunctions ¥y and ¢, as
a=0+4+ais+o(s), pp=po+ p1s+o(s), v=po+11s+o(s)
u="0+us+o(s), v =0+ vs+o(s)
0o =0+ 015+ 0(s), 70 =0+ 15+ o(s)

Yo = pol + P15+ 0(s), ¢o = pobl + P15+ 0(s)

Substituting the above expressions into (17), (18), (19) and (20), dividing by s and

letting s — 0, we obtain the following relations:

A + poAuy — V- (10Vm) +uy(m —20) =0 in Q (23)
A0 + poAvivy + (m —260) =0 in Q (24)
Po1 A0 + oAy + Yy (m — 0) — pour = o1pel in Q (25)

poulAH + MOA¢1 + quOVH -Vm + (bl (m - 9) - p(ﬂ)l@ = Tlpoe in Q2 (26)
where 0, uq, vy, ¥ and ¢, satisfy the boundary conditions:
3n9 = &ﬂ)l = &ﬂ/}l = 8n<j>1 = 0, /Loanul - alﬁﬁnm =0in 0N

Since the sign of the principal eigenvalue oy (resp. 1) is determined
by the sign of o1 (resp. 1), our next goal is to express o, and 1 in terms
of ay, p1, and vy.

Multiplying (25) by 6, integrating over 2, and utilizing the divergence theorem,

we have

/ U1 [0 AG + 0(m — 0)]dx — porry / |VO|*dx — po/ w1 0*dx = poo / 0*dw
0 0 0 Q
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The first term vanishes according to (22). Dividing by p, yields

—V1/ |v912dx—/u192dx=al/92dx (27)
Q Q Q

To evaluate the second integral in (27), we multiply (23) by 6, integrate over {2 and

utilize the divergence theorem and (23), then

/ O(poOnuy — 109, m)ds — ul/ VO’ dz + ay / OVEO - Vmdr = / u02dx
89 Q Q Q

By the boundary condition of u;, we have
— / VO’ dz + ay / OVl - Vmdx = / u10*dx (28)
Q Q Q

Substituting (28) into (27), we can express o; as

o - (11 — 1) [ IVOPde — oy [, 0V - Vmda
Jo, 0%dx

The process to obtain the expression of 7y is roughly analogous. Multiplying
(26) by 0, integrating over 2, utilizing the divergence theorem and (22), and dividing
by po yield

—,ul/ |V0|2dx—|—a1/QVQ-dem—/vlé’de:7'1/92dx
Q Q Q Q

Multiplying (24) by 6, integrating over €2, and utilizing (22) yield

—1/1/ |V9|2dx—|—041/9V9'V77’Ld$:/’0192d$
Q Q Q

Substitution yields

(1 —m) [, IVO]Pde + oy [, 0V0 - Vmdz
Jo, 0%dx

(29)

T = —01 =

We note that V@ is not identically zero since m(x) is not a constant function.
The signs of o7 and 71 can be determined and independent of 0 if we can guarantee

that / OV 6-Vmdzx is always of the same sign. This is not obvious, but the following
Q

lemma which may be surprising proves that / OV - Vmdzx is always positive if the
Q
shape of the environment is convex.
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Lemma 3.3. (c.f.[3]) Suppose that Q C R is convex, then / OVo - Vmdzx > 0.
Q

Proof. Differentiating the equation °
A+0(m—0)=0 inQ
B[] = 0,0 =0 on 0f2

(30)

and taking dot product with V@, we have
VO - V(A +|VO|*(m —20) + VO - Vm = 0 in
A straightforward computation yields the identity
V0. V(A0 + | D2|? — %A(\VGP)
hence we have
%A(We\?) D + [VOP(m — 260) + V0 - Vim = 0 in Q (31)
Integrating (31) over €2 and utilizing the divergence theorem, we have

1
/ OVl - Vmdr = / |D?0)* — |VO|*(m — 20)dx — 5 0,(IVO*)ds (32)
0 0

o0

Since 6 is a positive solution of (30); hence the eigenvalue problem
Ap+dp(m—0)=Xp in ()
B[] = 0,0 =0 on 0f)

has the principal eigenvalue \; = 0. However, by the variational characterization of

the principal eigenvalue, we know

—|V$[2 + ¢*(m — 0)]d
R A I L
pEH(Q),6#0 fQ¢ dx

hence
/[—|V¢]2 + ¢*(m — 0)]dr < \ / ¢*dx =0
Q Q
for any ¢ € H'(Q) and ¢ # 0. Since 6 € C?*°(Q), we have 6,, € H'(Q) for each i

| =Ive.,

69 may not be three-times differentiable, but (32) still holds.

and

2402 (m—0)de <0
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Summing over ¢ yields
/[_\02912 +IVO[2(m — )]dz < 0
Q

Thus, (32) can be rewritten as

/«9V0~de:v:/9|V€|2dx—1/ On(IVOP)ds
Q Q 2 15)9)

+/ D20 — V02 (m — 6)da
Q

1
z/ﬁWWM——/éMWWMS
Q 289

0.(|VO|*)ds <0
20

To prove the above inequality, it suffices to show that 9, (|V8[*) < 0 on 09. Fix

which is positive if

x* € 012, and let z* = 0 without any loss of generality. Since €2 is convex, we can
choose a local coordinate system, still denoted by z, such that {2 can be expressed
by x; = f(x1,...,2;-1) where f(z1,...,2;-1) is a concave function with f(0) = 0,

Vf(0) = 0, and D?£(0) is non-positive definite. Near z* = 0, the unit outer normal

-1
— 1
(=Vf1) hence 9,0 = 0 implies 6,, = Z 0z, [z, Differentiating

V1+ VR e

the equation With respect to x (k = 1,...,l — 1) and putting z; = ... = 2,1 = 0

is given by n =

yield 8,,,, = Z 02,(0) fz,2,(0). Since (0, ...,0,1) is the unit outer normal at 2* = 0,

we have 6,,(0 ) 0 and

an(]V9|2)(0) = (|V9|2)$l (O> =2 Zeivj (O)Qwﬂ:z (O> =2 ZHT«]’ (O)ewzfc]' (O)

7j=1 7j=1
— -1
=2 Z ‘gzv] Z ezrk fﬂ:ka?] + 20$z (0)0561131 (0)
j=1 k=1
-1
=23 0,,(0) fuye, (0)0.,(0) < 0
J,k=1

]

By (29) and Lemma 3.3, we can derive the following theorem which concludes
that (1, 0) is locally stable if « is sufficiently small, but not too small relative to the

difference p — v.
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Theorem 3.4. (c.f.[3]) Suppose that Q C R' is convex. Let
(o, i, v) = (a1 + 0(s), po + p115 + 0(s), pro + v15 + 0(s))
then for sufficiently small s > 0, we have
oo(a, p,v) <0 < 1o, 1, V)

provided that

Jo |VO2dz
> J—
= =) TG N mda
Th 3.4 shows that th tit Jo [VOFdr 1 i tant
eorem o.4 SNOws a € quantl ma ay an 1mportan
v Y T 9v0 - Vmdy 0 P AT TP

role in studying the dynamics of the full system (16). Hence, for u > 0, since V0 is
not identically zero, its reciprocal
Jo 0(x; 1) VO(z; 1) - Vim(x)da

Jo IVO(z; p)|*dx

is always well-defined, and a*(p) > 0 if  is convex by Lemma 3.3. To determine

o (p) =

the global stability of (@, 0), we need to rule out the possibility of positive equilibria.

Lemma 3.5. (c.f.[4]) Suppose that m(x) is not a constant function. Let (a, pu,v) =

(ars+o(s), o+ pis+o(s), po+ris+o(s)). If & (po) # 0 and cn # (1 —v1) /" (o),
then the full system (16) has no positive equilibria for sufficiently small s > 0.

Remark. In Lemma 3.5, € is not necessarily convew.

Proof. Suppose that (16) has a family of positive equilibria {(us,vs)} where s > 0
is sufficiently small. By elliptic regularity, that is, a process consists of an a priori
global Schauder estimate (ref.[10], Theorem 6.30), the uniform boundedness of the
family in [C?™(Q)]?, and the precompactness result (ref.[10], Lemma 6.36), then
passing to a subsequence if necessary, we have (us,vs) — (u*,v*) in [C?*(Q)]? as
s — 0 and u*,v* > 0 in Q satisfy
0 inQ

poAv* +v*(m—u* —0v*) =0  inQ (33)

Blu*] = 0,u*, B[v*] = 0,v" =0 on 0N

poAu* + u*(m —u* —v*) =
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hence u* + v* satisfies

poA(u® +v*) + (u +v")[m— (v +0")] =0 inQ
Blu" 4+ v*] = 0, (u" +0v*) =0 on 0N

(This is the crucial mathematical reason to assume (C4)). " By the
uniqueness of (22), either u* +v* = 0 or u* + v* = 0(-; o). If u* +v* = 0, then
(us,vs) — (0,0) uniformly in x as s — 0. Setting v = vy/||vs||r~(), by elliptic

regularity, v, — 0 in C*(Q) as s — 0 where © > 0 is not identically zero and satisfies

oAV +mo =0 in Q
B[o]=0,0 =0 on 09

Multiplying the above equation by 6(-; i), integrating over 2, and utilizing (22)
yield / 02(z; j1o)0(z)dx = 0, which is a contradiction. Hence u* + v* = 0(-; o).
Q

If w* =0 and v* = 0(-; o), we set Uy = us/||us||L=(0), then i, satisfies

V- (uVig — au,Vm) 4+ ds(m —us —vg) =0 in Q
Blus| = poyus — atigdpym =0 on 0f)

By elliptic reqularity, i, — @ in C*(Q2) as s — 0 where @& > 0 satisfies maxa = 1
Q

and
oAU+ alm — (5 )] =0 in Q

Blu] = 0,0 =0 on 0f)
Therefore, @ = 0(-; 1o)/||0(-; 10) || Lo () by the uniqueness of (22).

Since us and v, satisfy

V- (uVus — ausVm) + ug(m — us — vg) = 0 in
vAvs +vs(m —us —vg) =0 in

Blug| = poyus — augsdpym = 0, Blug] = 0,vs =0 on OS2

Multiplying the equation of us by v, the equation of vy by ug, subtracting and

integrating over € yield

a/ usVus - Vmdr = (u — v) / Vu, - Vugdx (34)
Q Q

"Here, we see that the full system (2) has a rather special 72 in 17 structure, that is, two

equations with the same parameters can be added into one equation.
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Dividing both sides by s and ||u,||=(q), we have

(@ +o(1)) |

UsVus - Vmdz = (u1 — vy + o(1)) / Vi, - Vugdx
Q

Q

Letting s — 0, we obtain

al/QG(:z:;uo)VG(x;uo) -Vm(z)dr = (u — 1) /Q |VO(x; po) Pdx

Hence, a; = (u1 — v1)/a* (1) which is a contradiction. The case for v* = 0 and
u* = 0(-; po) is analogous.

If w*,v* > 0 are not identically zero and satisfy u* + v* = 0(-; o), then from
(33), (u*,v") = (KO(+; o), (1 —K)O(+; o)) for some k € (0,1). Dividing (34) by s and

letting s — 0, then again a; = (p; — 1)/ (o) which is a contradiction. O
Proof of Theorem 1.2

Proof. By Theorem 3.4, (@, 0) is locally stable, whereas (0, 0) is unstable. Lemma 3.5
rules out the possibility of positive equilibria; hence (u,0) is globally aymptotically
stable by Theorem 1.9. [

Remark. We note that the assumption on the convezity in Theorem 1.2 is neces-
sary. In other words, for any pn > 0, we can construct a non-convex domain £ C R?
and smooth function m(x) such that o*(u) < 0; hence by Theorem 3.4, Lemma 3.5
and Theorem 1.9, (0,0) is globally asymptotically stable. See the section 3 of [3] and
the section 2.2 of [4].
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4 The Main Result of Type C

In Type C, both competing species move toward more favorable habitats; hence

the full system (2) becomes

%:V-(MVU—auVm)+u(m—u—v) in Q x (0, 00)
a—: =V wVov—pvVm)+ov(m—u—v) in  x (0, 00) (35)

Blu] = puo,u — aud,m = 0, B[v] = vo,v — fvd,m =0 on 99 x (0,00)

and the scalar equation (3) becomes

%zV-(,uVu—auVm)%—u(m—u) in © x (0,00) (36)
Blu] = popu — aud,m =0 on 0f2 x (0, 00)

% (Vo - fu¥m) +v(m—v) 0 x (0,00)

— =V - wVv—5vVm)+v(m—v) in , 00

ot (37)
B[v] = vO,v — pvd,m =0 on 09 x (0, 00)

We note that for each o, 5 > 0 and p,v > 0, Theorem 1.6 guarantees the existence
and uniqueness of the positive steady-state 6(-; «, u) of (36), 6(-; 5,v) of (37) re-
spectively, and each of them is a global attractor among all non-negative and not
identically zero continuous initial data.
To determine the local stability, we know from Theorem 1.7 that the semi-trivial
equilibrium (6(z; a, i), 0) is locally stable/unstable if and only if the principal eigen-
value o7 of the problem
V- (VY = BUVm) + vlm — 0, 0)] = o in © -
B[] = vo,b — B1pd,m = 0 on 02

is negative/positive. Similarly, (0,6(z; 3, v)) is locally stable/unstable if and only if

the principal eigenvalue 77 of the problem
V- (16— agVm) + ofm — 0(:8,v)] = 76 in O .
B[¢] = pon¢ — apd,m =0 on OS2

is negative/positive.

In Type B, the assumptions of similar diffustion (u =~ v), small advective ten-

dency, and the convexity of the environment determine the sign of principal eigenval-

ues (see Theorem 3.4). In Type C, the situation becomes more complicated because
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the convexity assumption is dropped out and each species may have quite different
conditional dispersal. To deal with the situation, the main idea is to search
suitable ranges of parameters (a, [, u,v) where some important inequal-

ities are applicable.

Local Stability of (0,60(x; 3,v))
To take the sign of 7, for example. Let ¢ > 0 be the principal eigenfunction
with the corresponding principal eigenvalue 7. We set ¢ — e~ (*/"™¢ to change

(39) into the equivalent form:

uv - (e(a/u)qug) + e(a/u)m¢[m —0(+; 8,v)] = mel®Mmein Q
Blg] = 0,0 =0 on 0f)

Dividing the above equation by ¢ and integrating over (), we obtain

(a/w)ym 2
M/ e Q\VW dx—l—/€(a/u)m[m_9(';ﬁ7y)]d$:Tl/e(a/u)md:l? (40)
Q ¢ Q Q

Since the first integral in left-hand side of (40) is positive, it is natural to expect

that the inequality

/ @™ iy — (2 B, 1)]dz > 0 (41)

holds, then we can conclude that (0,6(x; 5, v)) is unstable. To prove (41), it suffices
to show

/ ele/mm=102l=)[py — g(-; B, )] da > 0
Q

where ||0acc = [[0(+; B, V)| 1 @) Define
QO ={z€Q:m(2) < [Ifall}, Q- = {2 € Qrm(z) > |02}

m* = maxm
9)
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The main observation is that if ||02]|. < m* holds ® provided that 3/v lies

in some compact interval R, then

/ ele/mm=102lle) (1 _ 9(.; B, v)]da:
Q4

S/‘gwmman%m_ghﬁwwm

Q4

< / im — 0(+; 5,v)|dx < 2[|ml||Q] < 00
Q4

holds whenever §/v lies in R. Since 6(-; 3, ) depends continuously on 3 (see Lemma
3.2), we can define

1
= — mi *—|0sles) >0
€ Qgggm 1102/ )

and there exists » > 0 which is independent of  such that
1. , _
m(z) — ||02]|co > E(m —10s]l00) > €, if 2 € B(xg;r) NQ C QL
where m(xy) = m*. Hence

/ e(a/u)(m—\wzllw)[m —0(:; B,v)]dx > / e(a/u)(m—uezllw)[m —0(+; 8,v)]dx

_ B(zo;m)NQ

> / el /M — oo
B(zo;r)NQ

as a — 00. As a result, we find that there exists a constant C; = Cy(u, v,m, ) >0
which is independent of o and 8 such that (41) holds. Consequently, (0,0(x; 5,v))
is unstable provided that a > C} and /v € R.

What is the compact interval R? Before answering the question, we shall utilize

the maximum principles to gain some useful information.

Lemma 4.1. (c.f.[6]) Suppose that m is not a constant function, then the inequal-

1ties

min(me~*/m) < e~ m9(.: 5, v) < max(me™ ™) (42)

Q Q

hold in Q.

8We note that the inequality [|02]|s < m* is a direct consequence of the Hopf Boundary Lemma

and the Strong Maximum Principle if @ = 0; hence this inequality is not beyond our experience.
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Proof. Setting w = e~ #/Y)™g(.; B, ), then w satisfies

vAw + BVw - Vm + w(m — eP®M™My) =0 in Q
Blw] = 0,w =0 on OS2

(43)

Let w(zg) = maxw > 0. If zy € Q, then Vw(zy) = 0 and Aw(zy) < 0; hence we
0

have m(xqg) — e(ﬁ/l’)m(“’)w(xo) > 0. If 2y € 9Q and suppose m — e®/*™y < 0 near

o, then the Hopf Boundary Lemma (ref.[10], Lemma 3.4) implies d,w > 0 which is

a contradiction. Consequently, from (43) and w > 0, we obtain

w(zg) < m(xo)e—(ﬂ/u)m(xo) < m@X(me—(,a/y)m)
Q

To show that the second inequality is strict, we let M; = max(me~#*™) and

)
wy () = My —w(z), then w, satisfies

vAw, + fVw; - Vm — e(ﬁ/”)m(Ml — wl)[me_(ﬁ/l’)m — My +w]=01in
Multiplying the above identity out and utilizing the definition of M;, we obtain
v AW, + BV w, - Vm+e B, (wy —2My +me= By = eB/m (me=B/vm _ypy < 0

where the last inequality is not identically zero since m is not a constant function.
Since w; > 0in Q, d,w; = 0 on 99, and wy — 2M; + me~B/m < 0, by the
Hopf Boundary Lemma (ref.[10], Lemma 3.4) and the Strong Maximum Principle
(ref.[10], Theorem 3.5) we have w; = M; — w(x) > 0 in Q. The proof for the first

inequality is an analogy. O

From Lemma 4.1, we may suspect that the mapping y — ye ¥/ plays an
important role. Since

d — 14 — v /8

dy

we know that ye~¥/") is increasing for y < v/B. If we consider m* < v/f3, then

mgx(me—(ﬁ/v)m) < mre B/vIm
)
Combining with (42), we derive

Os B,v) < m I ] <
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for all z € Q if /v < 1/m*; hence the suitable compact interval R = [0, 1/ maxm).
)

In addtion, we know that ye~*/*)¥ is decreasing for y > v/B. If we consider
minm > v/
Q

(here we see the reason to assume m > 0 in Q), then

min(me=/Im) > e (8/m

Q

and by (42) we obtain
O(z: B.1) > m*ePlm@)-m]

for all z € Qif /v > 1/ minm.
Q

As a consequence, we have proved the following lemmas:
Lemma 4.2. (c.f.[6])
(a) If B/v < 1/mﬁaxm, then
O(: B,v) < m*eBMm@=-m] < s
for all x € Q.
(b) If m >0 in Q and B/v > 1/m%nm, then
0(z: B,v) > m*elB/)m)-m]
for all x € Q. In particular, 0(zo; 5,v) > m* if m(xg) = m* for some xq € Q.
Lemma 4.3. (c.f.[6]) Suppose that (A1) holds. If B/v < 1/ max m, then some

constant Cy = Cy(p,v,m, Q) > 0 exists such that (0,0(x; 3,v)) is unstable provided
that o > C}.

We note that in Lemma 4.2, the inequality 6(+; 5,v) < m* may not hold for all
S, but under the assumption (A3), we can establish an upper bound for 6(-; g, v)

which is uniform in .
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Lemma 4.4. (c.f.[6]) Suppose that (A3) holds, then there exists a constant K > 0
which is independent of B such that

0(z; 3,v) < KeB/mm@)-m" < ¢ (44)
for all x € Q.

Proof. We assume v = 1 without any loss of generality. From the proof of Lemma

4.1, (44) holds uniformly for 3 € [0, 2] by choosing K > ¢”™ maxme™"™. For > 2,
0

we set w(z; f) = eP~Vm@g(z: B) with 0(x; 8) = 6(x; 5, 1), then w satisfies
Aw+ (8 —2)Vm - Vw — w[(B — 1]|Vw]* + Am +0(-;8) —m] =0 in Q
Define z = z(8) € Q with w(z) = maxw. By the no-flux boundary condition and
(A3), we have 0, w = wd,m < 0 on E)QQ; hence the Hopf Boundary Lemma (ref.[10],
Lemma 3.4) implies Vw(z) = 0 and Aw(z) < 0. Consequently,
(8 = DIVw(z)]* + Am(z) + 0(z; ) < m(2)
Hence, we have
(B = DIVw(z)]? <m” = Am(z) < [|mllc2g) (45)
and
0(z; 8) <m® — Am(z) < [[mll 2
Since xg € 2 is the unique point such that m* = m(xg), there exist k1, ko, and kK3
satisfying
[Vm(x)| > mile = wol, Kalx — w0l > m* —m(x) > kale — w0l (46)

for all z € Q. By (45) and (46), we can derive
ke (B —1)

2
R1

Since w(z) < w(z) implies 8(z; B) < O(z; B)eP~ VM@ =mE] e have

“2HmHC2(§)
ki

(8 = Dlm" —=m(2)] < [Vm(2)]” <

e~ Hm@-mlg e ) < ¢=Bm@-mlg (5. 3)p(B-Dlma)-m(:)
_ (2 B)elm @D lm —m(2)]
< [|m gaye®™ /DIl = K
for all z € Q. O
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We set ¢ = e~ @/W™ g to change (39) into the equivalent form:

pAd+aVeo-Vm+ om —0(;5,v) =1¢ in

(47)
B[p] = 0,9 =0 on 0N

hence it is natural to investigate the principal eigenvalue A;(a) of the eigenvalue

problem:

pA¢ + aVe - Vm+ ¢c = AMa)p  in Q

(48)
Bl¢p| = 0,0 =0 on 0f)

where m € C*(Q), ¢ € C(Q), and ¢ > 0 on Q. The following theorem characterizes
the asymptotic behavior of principal eigenvalues of which proof is given in the next

subsection.

Theorem 4.5. (c.f.[5]) Suppose that all critical points of m are non-degenerate.

Let M be the set of points of local maximum of m, then

g Male) = ngree)

Since xy € Q2 is the unique point of global maximum of m(z) (see the assumption
(A3)); hence by Lemma 4.2(b), we have 0(xg; 5,v) > m* where m(zg) = m*. By

Theorem 4.5, we observe that the principal eigenvalue 7 = 71 («) of (47) satisfies:

lim 7 («) = max[m(x) — 0(x; 5,v)] = m* — 0(xo; B,v) <0

a—00 xeM

for any given B/v with 5/v > 1/ minm. We should notice that the above inequality
Q
may be false for some range of 8/v. However, this inequality provides a clue to

expect that (0,0(x; 5,v)) is locally stable.

Lemma 4.6. (c.f.[6]) Suppose that (A3) holds and m > 0 in Q. For any n >

1/minm, if B/v € [1/minm,n|, then some constant Cy = Co(p,v,m,Q,n) > 0
Q Q

exists such that (0,0(z; B,v)) is locally stable provided that o > Cs.

Remark. Cy depends on n which determines the range of B/v; hence how large «

should be depends on B/v.
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Proof. Suppose the statement is false, then there exist some 7 > 1/ min m, sequences
Q

{a;, B;}32, with a; — 0o and f3;/v € [1/ minm| such that the eigenvalue problem
Q

V- (uVg — aigVm) + ¢[m — 0(-; 8;,v)] = 7¢  in Q
B[¢] = uon¢ — a;p0,m = 0 on 0f)

has the principal eigenvalue 7; > 0 with the corresponding principal eigenfunction
¢; > 0. Set ¢; — e @/WMp. to change the above eigenvalue problem into the

equivalent form:

pAG; + Vi - Vm + ¢s[m — 0(+; Bi, v)] = gy in Q
Blgy] = Oty = 0 on 0N

Passing to a subsequence if necessary, we let §; —  for some /v > 1/minm.
By the assumption (A3) and Lemma 4.2(b), we have 0(xq; 5,v) — m(xg) > 0 vgx)/here
%[0(9&0;5, v) — m(zo)] > 0, and let 7;(¢) be the principal
eigenvalue of the eigenvalue problem:

m(zg) = m*. Set € =

pAp + a;Vo-Vm+ ¢m —0(-;6,v) + € =7¢ in
Bl¢] = 0,9 =0 on O

Since [ is a fixed number, we can apply Theorem 4.5 to obtain

lim 7;(¢) = max[m(z) — 6(-; B,v) + €] = m(xo) — O(xg; B,v) + € <0

i—00 reM
However, since 6(-; 8;,v) — 6(+; 8, v) uniformly as 5; — [ (see Lemma 3.2), we have
0(-; Bi,v) > 0(-; 3,v) — € in Q for sufficiently large i. By the variational characteri-
zation of principal eigenvalues (8), we have 7;(¢) > 7; for sufficiently large i; hence

7; > 0 implies 7;(€) > 0 for sufficiently large i, which is a contradiction. O

Local Stability of (6(z;a, p),0)
Let v» > 0 be the principal eigenfunction with the corresponding principal

eigenvalue oy, and we set ¥ — e~ #/")™) to change (38) into the equivalent form:

vV - [P (eI 4 m = 0(5 a, p)] = 01y in Q
BlY] = 0,0 =0 on 02
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Dividing the above equation by e~#/*)™) and integrating over Q, we obtain

(B/v)m (B/v)m
/ vV -l B/V( w)]da:—l—/e(ﬁ/”)m[m—e(-;a,u)]da: = 01/6(’3/”)’”(13:
Q elB/v)my), Q Q

By the divergence theorem and the Neumann boundary condition, we have

DV - [eBImg (o= B/m )] e(B/v)m
/Q BIvyma; dz = / (e~ (B/my)2

hence given n > 0 and if 5/v € [0, 7], we have

Ul/e(B/V)mdxz/e(’B/")m[m—G(-;a,u)]d@”:/e(ﬁ/y)mmdaz—/e(ﬁ/y)mG(-;a,u)dx
Q Q Q Q
>/ BImmdy — eB/vm’ /9 oy p)da

/mdm—e"m /0(-;a,p)dx

where we have utilized Lemma 1.5(a) for the last inequality. Since / mdzx > 0, we
Q

. |V(e('8/")m¢)|2da: > ()

find that if we can show

lim [ 0(z;a,p)de =0
a—r00 Q

then oy > 0 provided that « is sufficiently large, and thus (6(z; a, 1), 0) is unstable.
Lemma 4.7. (c.f.[4]) Suppose that (A2) holds, then

lim [ 0(z;a,p)de =0

a—r00 0

Proof. Multiplying the equation of 6; = 6(-; o, )

V- (,uV01 — a91Vm) + Hl(m — 01) =0 in

(49)
Bl6y] = po,0; — ab10,m =0 on 0f2

by g € S = {g € C*Q) : 0,9 = 0on N}, integrating over 2, and utilizing the

boundary condition of g, we have

u/ 01 Agdx + a/ 0:Vm - Vgdzr + / O1g(m — 01)dx =0 (50)
Q Q Q

Integrating (49) over € and utilizing the boundary condition, we have

Q Q
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hence [|01(/12(q) is uniformly bounded by ||m||2(q). Therefore, passing to a subse-
quence if necessary, we assume 6, — 0 weakly in L?(Q2) as a — oo and #; > 0

almost everywhere in Q. Dividing (50) by « and letting o« — oo, then

/ 0*Vm -Vgdr =0
Q

holds for all g € S. Since S is dense in H'(f2), we have /Q*Vm -Vgdr =0
Q

for all ¢ € H'(Q). In particular, we put g = m to derive / 0*|Vm|*dz = 0;
0

hence §*|Vm|* = 0 almost everywhere in 2. Since the set of critical points of m has

Lebesgue measure zero (see the assumption (A2)), we have §* = 0 almost everywhere

in . Thus, 6, — 0 weakly in L*(Q2) as o — oo, which implies

lim [ 6,x(Q)dz = lim [ O1dx =0

a—0o0 [¢) a—0o0 [¢)

where x(€2) is the characteristic function of 2. O
As a consequence, we have proved the following lemma:

Lemma 4.8. (c.f.[6]) Suppose that (A1) and (A2) hold. For any n > 0, if B/v €
[0,n], then some constant Cs = Cs(n) > 0 exists such that (0(x; o, p),0) is unstable
provided that o > Cs.

Remark. Cs depends on n which determines the range of B/v; hence how large «

should be depends on B /v.

Advection-induced Coexistence
Combining with Lemma 1.5(b), Theorem 1.6, and Lemma 1.8, we can apply the

following theorem from the theory of monotone dynamical systems:

Theorem 4.9. (c.f.[153], Theorem 4) The full system (35) has at least one locally

stable equilibrium.
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Proof of Theorem 1.3(a)

Proof. By Lemma 4.3 and Lemma 4.8, both semi-trivial equilibria are unstable
provided that o > max{C4,C5}. But Theorem 4.9 guarantees at least one locally

stable equilibrium. Consequently, such equilibrium must be a positive equilibrium.

]

Advection-induced Extinction
To determine the global stability, we need to rule out the possibility of positive

equilibria.

Lemma 4.10. (c.f.[6]) Suppose that (A3) holds and m > 0 in Q. For any n >
1/minm, if /v € [1/minm,n|, then some constant Cy = Cy(p,v,m,Q,n) > 0
Q Q

exists such that (35) has no positive equilibria provided that o > Cy.

Remark. Cy depends on n which determines the range of 5/v; hence how large «

should be depends on B/v.

Proof. Suppose the statement is false, then there exist some 1 > 1/ min m, sequences
Q
{as, B;}72, with a; — oo and B;/v € [1/minm| — /v € [1/minm| such that the
Q Q
full system (35) has positive equilibria (U;, V;) with respect to (au, ;). We set

W; = e~ (@/M™[J; to obtain the equivalent form:

uV - (elSIMGWL) 4 eI (m — Uy — Vi) =0 in Q
B[W;] =0,W; =0 on 0f)

(51)

For any 0 < € < 1, we let \;(¢) be the principal eigenvalue of the eigenvalue problem
uv - (e(ai/ﬂ)qubi) + e(ai/u)m@[m — (1 =)0 8,v)] = )\i(e)e(ai/u)m@ in Q
B[¢l] = 8n¢z =0 on 0f)

where ¢; > 0 is the corresponding principal eigenfunction. Multiplying (51) by ¢;

and (52) by W;, subtracting, and integrating over €2 yield

/ M b (Ui + Vi — (1 — €)0(-; B, v)]dx = Ni(e) / e MY, bdx
Q Q
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We observe that for fixed 0 < e < 1,if V; — (1 — €)0(+; 5,v) > 0 in Q2 for sufficiently
large 4, then \;(¢) > 0 for sufficiently large 7. Thus, from Theorem 4.5, we have

lim \;(e) = max[m(z) — (1 —€)0(x; B,v)] = m* — (1 — €)f(xp; B,v) > 0

i—00 zeM

Letting € — 0, we derive m* > 0(xo; 3, v), which contradicts to Lemma 4.2(b).
To justify the observation, it suffices to show V; — 6(-; 3, v) uniformly in Q) as

i — 00. Since V; and 0 = 6(+; B, v) satisty

V- WV, — BVVm) + Vilm —U; — V) =0 in Q
B|V;] = v0,V; — BV;0,m =0 on 0N

V- (V0 —p50Vm)+60(m—0)=0 inQ

B[0] = v0,,0 — BOO,m =0 on 0f2
respectively, we may expect that U; — 0 in some norm as i — oo. By the Com-
parison Principle, we know U; < 6(-;a, ) for all 4. Furthermore, Lemma 4.4, the
inequality (46), and the Dominated Convergence Theorem imply U; — 0 in LP(€2)
as i — oo for all p > 1. By the elliptic reqularity (see the proof of Lemma 3.5), we
have V; — 0(+; 3,v) in W?P(Q) as i — oo for all p > 1; hence the Morray’s inequality
implies W2P(Q) < C*(Q) for p sufficiently large, which proves the observation. [

Proof of Theorem 1.3(b)

Proof. For a« > max{Csy, C3,Cy4}, (0,0(x;5,v)) is locally stable by Lemma 4.6,
whereas (6(z;a, pt),0) is unstable by Lemma 4.8. Lemma 4.10 rules out the possi-
bility of positive equilibria. Consequently, (0,6(x;3,v)) is globally asymptotically
stable by Theorem 1.9. O
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The Asymptotic Behavior of Principal Eigenvalues

We devote this subsection to proving Theorem 4.5 which characterizes the

asymptotic behavior of principal eigenvalues A;(c) that satisfy:

—A¢p—2aVo-Vm+ ¢c=A(a)p in
Bl¢] = 0,0 =0 on 0N

(53)

where m € C*(Q2), ¢ € C(Q), and ¢ > 0 in Q is the eigenfunction normalized by
/ e?mp?dxr = 1. Tt is clear that Theorem 4.5 is equivalent to
Q

a1 (o) = g ee)

Setting w = €™ ¢, since {w?(-;a)} is weakly compact and / w?dx = 1, there exist
Q
a subsequence {«;}72, with a; — oo as j — oo and a probability measure P such

that

lim | w?(x;a;)n(r)dr = / n(x)dP, for all n € C(Q) (54)

J—00 QO Q

The principal eiganvalues can be characterized by the variational characterization:

A () = inf / (V)2 + cp)dr = inf / Vv — avVm|? + cv’dx(55)
0 Q

fﬂ e2omyp2dr=1 fQ v2dr=1

where v = e*™1). Since the limit of A\;(«) is not a priori known, we define

A" = limsup Ay (@), A = liminf A\ (o)

a—00 Q=00

The following lemma provides an upper bound of \*.

Lemma 4.11. (c.f.[6]) Suppose that all critical points of m are non-degenerate. Let

M be the set of points of local maximum of m, then

A" < mine(x)
zeM

9Notational convenience is the only reason to consider (53) rather than (48).
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Proof. Let x € M, since m € C?(Q) and all critical points are non-degenerate, there

exists some sequence {f;}io; with §; — 0 as i — oo such that

m(z) > max m
dB(,8;)NQ

for all 7. For each f3;, define r; and d; with 0 < d; < r; < 3; such that

min m=m; > M, = max m
B(z,d;)NQ B(z,8:)\B(z,r;)NQ
Define
1 if © € B(z,1;)
ui(z) = 55;’9”' if z € B(x, ) \ B(z,r;)
i — T
0 if 2 € R\ B(z,3)
then the principal eigenvalues satisty
Jo, 2™ eu? 4+ e**™ | Vu,|*dx eZaMipl
A < Q 1 7 < 7
1) < fg e20my 2y = B%E}éf) c+ |8; — r;[2dle2om
Letting o« — oo first, and then i — 0o, we derive \* < ¢(x) for all = € M. O

The proof in Lemma 4.11 explains the reason why we focus on the set M. To
show that A, = A", we select a subsequence {a;}32, with a; — oo as j — oo such

that lim Aj(«;) = A.. From (55), we obtain
j—oo

Q

A > lim /Qc(x)wQ(x;aj)dx:/c(x)dP (56)

j—o00
The main observation is that if the support of P is contained M, then
combining with Lemma 4.11, we can derive
/Qc(x)dP > gélﬁ% c(x) /de = géll\% c(x) >\ (57)

Thus, QILHSO A(a) = géll\r& c(x), and Theorem 4.5 follows from (56) and (57).

How can we measure the support of P? According to the main observation, it
is natural to classify points in Q \ M firstly:
1. Non-critical interior points:

O ={xreQ:|Vm(z) >0}
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2. Non-degenerate critical interior points which are not points of local maxima:
Q={rcQ:Vm(x)=0, IecS'3(-V)>*m(z) >0}

where S is the unit sphere in R' and the term (e-V)?m(z) > 0 means that D*m/(z)

is positive-definite along the direction e.

To classify the boundary points, we define the operator Vyq = V —nd,, which is
the gradient restricted to 0€2, and the boundary critical points x are defined as x € OS2
satisfying Vaom(z) = 0. We note that the condition Vagm(x) = 0 is equivalent
to |Vm(x)| = |0,m(z)|. The boundary Hessian of m, denoted by D3qm, is defined
as follows: Let x € OS2, we make a rotation such that n(z) = —e¢; = (0, ...,0, —1).
Locally 02 can be written as a graph x; = f(2') where x = (2/,2;) and f,,(2') =0
fori=1,...,1 — 1, then m(z) = m(2’, f(z')) and

Voam(z) = Vm(z) — ndym(z) = (my, (z), ..., my,_, (x),0)

Dggm(f) = [mxi:cj (7) + my, (f)fzixj (xl)](l—l)x(l—l)

Non-degenerate boundary critical points x € 02 can be classified as follows:

Points of boundary local minima:

{z:|Vm(z)] = —0,m(z) > 0 A Digm(z) > 0} U {x : |[Vm(z)| = 0A D*m(z) > 0}

Points of boundary local mazima:

{x:|Vm(z)| = 0,m(z) > 0A Diym(z) <0} U {z: |[Vm(z)| = 0A D*m(z) < 0}

Boundary saddle points:

{z:|Vm(z)] = —0m(z) >0A3e S e Ln(x)> (e V)*m(z) <0}
{z: |[Vm(z)| = 9,m(z) > 0A3e €S e Ln(z) 3 (e V)*m(z) > 0}
{o:|Vm(z)] = 0A3er,e0 €S (1 - V)*m(x) > 0> (en- V)?m()}
We continue classifying points in Q \ M:
3. Non-critical boundary points:

Q3 ={x €0 : |Vm(x)| > |0,m(x)| V |Vm(x)| < |0.m(x)|}

4. Non-degenerate boundary critical points which are not points of local maxima:
Q= {z€o: |Vm(z) = d.m(z) >0ATe € S e Ln(z) > (e-V)*m(z) > 0}
Qs ={x € 0:|Vm(x)| =—-0,m(x) >0}

Qs ={r € o0:|Vm(z)| =0ATe S35 (e-V)*m(z) > 0}
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A direct observation shows that

6
Q\Mc Jo

i=1
As a result, the support of P is contained in M if we can show P(Q);) =0
for i =1,...,6. How can we compute P(€2;)? A surprising guideline follows from

the simple inequality:
= > / IVw(z; o) — aw(r; a)Vm(z)|*de (58)
Q

where ¢, = minc and ¢* = maxc because (55) implies ¢ > A\ («) by taking v =
0 )

e [|le®™ || 2@ and thus the inequality

- /Q IVw(z; ) — aw(z; o) Vm(z)|*de

> (o) = [ [Vuaia) —autzio) V@) Pd = [ caju(aapts >
holds for all o € R.
Lemma 4.12. (c.f.[5]) P(21) =0 and P(£22) = 0.

Proof. Fix & € Qy, there exist K > 0 and R > 0 such that |Vm| > K in B(Z,2R) C
Q. Let p be a smooth cut-off function satisfying

p=1in B(0,1), p=0inR'\ B(0,2), 0<p<1, |Vp| <2in B(0,2)

r—2x
R

Setting &(x) = p( ), then
£=1in B(#,R), £=0inR"\ B(#,2R), 0<¢<1, |VE < }% in B(%,2R)

From (54), we have

P(B(z,R)) = lim / w?(z;o5)dr < lim [ € (2)w*(z;a)dw
B(#,R)

7] —00 a—0o0 0

hence if we can show lim [ &*(z)w?(x;a)dr = 0, then P(B(Z, R)) = 0, and thus
a—r00 0

20



From (58), a careful calculation gives
cF—c > /952(:6)|Vw(a:;a) — aw(z; a)Vm(r)|*de
= [ €VuP + 0t Vi) - o€ V(u?) - Vinda
_ /Q Vw2 + Ew?(02|Vm|? + aAm) + 200EVE - Vinda
> [ utGa VP + acm) — 20 Veds

1 8
> 202( = 02| Vml? Am)de — =
_/wa(2a| m|* + aAm)dzx e

where the second equality follows from integration by parts, and the second inequal-

ity follows from

1
202 |Vm|* 4 2a£VE - Vim > §§2a2|Vm|2 — 2a|EVE - Vm| > —2|VE[?

1 A
Since |Vm| > K in B(Z,2R), some constant C' > 0 exists such that §|Vm| Il
a

C'in B(z,2R) for sufficiently large a. Thus, for sufficiently large «, we obtain
¢ —co+ 2 A

1
- :/(—|Vm|2—|——m) *widr > C/§2w2dac
Q 2 Q Q

«

That is, lim /ﬁz(x)wQ(x;oz)dx = 0.
a—r 00 QO
The proof of P(€,) = 0 is almost similar. Fix Z € Q, and let (e-V)*m(Z) > 0 for
some e € S'"1. By rotation, we assume e = e; = (1,0, ...,0), then there exist K >0

and R > 0 such that (e V)?*m = my,,, > K in B(%,2R) C Q. Let {(x) = p<$;gx)’

then a similar calculation gives
= > / (z)|Vw(z; a) — aw(z; a)Vm(z) Pde > / |l wy, — cwmy, |*dr
Q Q
= /Q£2w§1 + Ew(a®m2 + amg,y,) + 20w EE, my, dx
> /9045210277%1951 — 2w2§§1da:

> aK/géQdex — %

1 8
hence /§2§2w2d:v < a_K(C* — i + ﬁ)’ and we can conclude

P(B(z,R)) = lim w?(z;o5)dr < lim [ € (2)w*(z;a)dr =0
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That is, P(B(Z, R)) = 0, and thus P(s) = 0. O
Lemma 4.13. (c.f.[5]) P(23) =0 and P(y) = 0.

Proof. The main idea is to flatten the boundary via some change of variables. Let
z € (3. By translation and rotation, We can assume ¥ = 0, n(0) = —¢;, and

Vm(0) = Key + [—0,m(0)]e; where K = \/HVm )12 — |0,m(0)]?] > 0.

We flatten 02 near © = 0 as follows. locally 02 can be written as a graph
x; = f(2') where x = (2/,2;), f(0) =0, and f,,(0') =0 for i =1,...,0 —1. 9Q is
flattened by

y=Y() =@\ u—-f@) er=Xy) = u+f{)
Since D, X (0) is the identity matrix, there exists R > 0 such that

1Dy X (W)l <2, |detDy X (y)| = 5, and my, (X(y)) > K

1
2’
in B*(0,2R) = Y(QN B(0,2R)) = {y € B(0,2R) : y, > 0}. Let £(y) = p(%), then

a careful calculation gives
=y > /f 2))|Vw(z; ) — aw(z; a)Vm(z)|*de = / Ew?| Vo (Inw — am)|*dx

2 1 L STl — ) Pldet(D, X 1)y

1
> g/ & lwy, — awmy, [*dy
B+(0,2R)

1
2 g/ §2w51 + §2w2(a2m§1 + amylyl) + 2O‘w2§§y1my1dy
B+(0,2R)

V

1 1
> —/ Ew(za®ml + amy,,,) — 20 |VE[dy
8 JB+(0.2R) 2

\%

| =

1 1
2 2 2. 2
— 8 /B+(0,2R)f v (504 T O )y R?

1
Since my, (X (y)) > K in B*(0,2R), some constant C' > 0 exists such that §a2m§1 +

My o o in B*(0,2R) for sufficiently large a. Thus, for sufficiently large «, we
a

V

obtain

cF—c,+ 1 1
£ = /Q(_mz211y1 + mz(/;yl) 2w2dy > C’/Qgngdy

o? 2
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which implies
P(B(0,R)NQ) = lim w?(z; o)dr < lim & (z)w?(z; )dy = 0.
=% JB(0,R)NQ @00 JB+(0,2R)
The case of the proof of P(§24) = 0 is almost the same since the differences are

K =0 and my,,, > 0 by choosing e = e; in the case of {24. [
Lemma 4.14. (c.f.[5]) P(Q25) = 0.

Proof. Fix & € Qs, there exist K > 0 and R > 0 such that |Vm| > K and d,m < 0

in B(%,2R) N Q. Setting &(x) = p(%), then a similar calculation gives

= > / & (z)|Vw(z; o) — aw(z; o) Vm(z) |*dz
/ E(|Vwl* + *w?|Vm|?) — a*V (w?) - Vmda

= £w?o, mds+/§ |Vwl* + Ew?(@®|Vm|? + aAm) + 20w?¢EVE - Vmdx
o0

> / E|Vw|? + Ew? (| Vm|* + aAm) + 20w*¢VE - Vmda
"

where the last inequality follows from d,m < 0. The remaining proof is the same as

the proof in Lemma 4.12. O
Lemma 4.15. (c.f.[5]) P(£2) = 0.

Proof. The difficulty of our proof comes from the condtions |Vm(x)| = 0 and arbi-
trary direction e. The way to deal with such situation is to flatten 0€2 and change
the Hessian of m into a diagonal matrix via some change of variables.

Let Z be a non-degenerate boundary critical point, a, ..., a;_1 be the eigenvalues
of D3om(%) and ay, ..., a;_1,a; be of D*m(%). By rotation, we assume n(Z) = —e
and [D3om(2)];; = a6 for i,j = 1,...,1 — 1. Let y = Y(z) be a change of vari-
ables that flattens 0Q N B(z,4R) where R > 0 is sufficiently small, then Y (z) = 0,
D,Y () is the identity matrix, and Y (0QN B(z,4R)) C {y : y; = 0}. Let x = X(y)
be the inverse of y = Y (z), then the conditions that Vm(z) = 0 and D,Y (%) is the
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identity matrix imply

1 1
m(X(y)) = m(&) + 3 > (a? + 2aayip) + sauy; + O(lyl*)
=1
-1 -1 o
7,l

1 a
— E ; — E )+ O(
=5 a;( yz 2+ yz ag — a, )+ O(Jy]*)

i=1 =1
Thus, there exists a change of variables z = Z(y) defined by
ai Y

i

zi =y + +O(ly*) fori=1,....,1 — 1 and 2z = y[1 + O(y)]

such that 1

m(X(y) = m(@) + 5 3 a2

That is, the Hessian of m is a diagonal matrix V\;itlh variables z. We note that the
definition of z; implies Z o Y(0Q2 N B(0,4R)) C {z: z; = 0}.

The above discussion holds for all points of €25. Let & € Qg, then there exists
a; > 0 for some i € {1,...,1}. Setting B* = B*(0,2R) = {z € B(0,2R) : z; > 0}

and £(z) = p(%), a careful calculation gives

¢ —c,
> / E\|\Vw — awVm(z)|*dr = / 2wV, (Inw — am)|*dz
Q Q
2wV, (Inw — am)D, Z|*|det(D, X )|dz
B+

>C 2w? |V, (Inw — am)|*dz = C E|V.w — awV,m)2dz
Bt

Bt

> 52’w2i o awmzi)lzdz
B+

=—Ca *w*0,mds + C §2wi + §2w2(a2mi +am,,.,) + 20w?€E, m. dz
aB+ B+

=C Ewl + Ew(e®mZ, 4+ am.,,) + 20w, m.,dz
B+

>C af*wms,., — 2w €L dz
B+

4
> C’aia/ 2wdz — C’—2 w?dz
B+ (0,R) R* Jp+

where 0 < C' < |D,Z|?|detD.X| in B" and the fourth equation follows from

2w?0,mds = 0
OB+
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because e; is a normal vector of {z : z; = 0} and m,, = 0 on {z : z, = 0} in case
i =1. Let R’ > 0 satisfy B(Z,R)NQ c X(Z'(B*(0, R)), then
P(B(#, R)NQ) = lim / w(w30;)de < lim (2 (2 a)dz = 0.
&= JB+(&,R)NQ a0 JB+(0,R)
[

Proof of Theorem 4.5

Proof. 1t suffices to show that (56) and (57) hold. (56) follows from (55). (57)
follows from Lemma 4.12, 4.13, 4.14, and 4.15. O]
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5 Discussions

Conclusions: a Bifurcation Diagram

To organize our main results, we focus on the case N = 2, and establish a
bifurcation diagram with « as the bifurcation parameter.
Case: (/v € 0,1/ maxm)|.

We fix Q, m, pu, Vg,l and consider the case p < v. Let 0; = (6(; , 1), 0) and 0y =
(0;0(-,8,v)). When o = 0 and /v = 0, then 6, is globally asymptotically stable (or
the slower-diffusing species wins), whereas 5 is globally asymptotically stable (or
the faster-diffusing species wins) if the diffusion rates are similar, 5/v > 0 is small,
and the shape of the environment is convex (see Theorem 1.1(b) and Theorem 1.2).
By some perturbation argument, the results still hold in the range 0 < o < ¢ for
some ¢€; > 0 sufficiently small.

When a > max{C}, Cs} where C; and C5 come from Lemma 4.3 and Lemma
4.8 respectively, then coexistence is a stable state.

In fact, all we have dealed with are the limiting cases: the advective tendency «
is sufficiently small or large. The reason is that the limiting behaviors of the positive
steady-state and the principal eigenvalues are easier to control (see Lemma 4.7 and
Theorem 4.5). In the intermediate cases ¢, < a < max{C},C3}, the stable states,
even the dynamics of the full system are unknown. As a consequence, the following

table organizes our main results:

Parameter Range Stable States | Related Theorems | Remarkable Conditions

0<a<e,pu<v 01 Theorem 1.1(b), 1.2 B/v =10
0, Theorem 1.2 p v, [/v>0small

() is convex

61 < a<max{C,C3} | unknown

a > max{Cy, Cs} coexistence Theorem 1.3(a) (A2)
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Remark. The case p > v is almost analogous. In the singular case p = v, if
a = =0, then a continuum of positive equilibria of the form {(k0(x;0,u), (1 —
K)O(x;0,1)) : 0 < k < 1} is globally asymptotically stable. If o > 0 is small and
B =0, then 0y is still globally asymptotically stable. (see Theorem 3.4).

Case: (/v € [1/minm, c0).

We fix 0, m, u,ﬂand v. When 0 < o < p/ maxm and f > max{C}, Cs}, then co-
existence is a stable state (see Theorem 1.3(&)).Q 10 When o > €' = max{C,, Cs, Cy}
where Cs5, (3, and Cy come from Lemma 4.3, Lemma 4.6, and Lemma 4.8 respec-
tively, then 65 is globally asymptotically stable (or the species with less advective
tendency wins) provided that (A3) holds and m > 0 in © (see Theorem 1.3(b)). In
the intermediate cases pu/ maxm < a < C, the stable states, even the dynamics of
the full system are unknowi. As a consequence, the following table organizes our

main results:

Parameter Range | Stable States | Related Theorems | Remarkable Conditions
0<a<u/ max m coexistence Theorem 1.3(a) p > max{Cy, Cs}
w/ max m <a<C| unknown

a>C ) Theorem 1.3(b) (A3), m >0in Q

Further Problems

The following are some interesting problems which may be worth further re-
searching:
1. Problems concerning the bifurcation diagram

To completely establish the bifurcation diagram, a challenging task is to control
the behaviors of the positive steady-state and the principal eigenvalues when « lies
in intermediate ranges. Another problem arises when /v € (1/maxm, 1/ minm),
a challenging task is to construct some useful estimates alike to QLemma 4% and

Lemma 4.4.

YHere, a and B3, p and v are switched mutually in order to apply Theorem 1.3(a).

o7



2. Problems concerning the assumptions on the intrinsic growth rate m
We see that (A1) is not removable (see Lemma 1.5 and Theorem 1.6) and (A2)
is not too biologically restrictive. The problem is that (A3) is not realistic. It is
very challenging to weakend (A3) since if there are many points of local maxima of
m, Theorem 4.5 may provide no useful information (see Lemma 4.2, the proof of
Lemma 4.6 and 4.10).
3. Problems concerning the suitable modifications on the full system
We assume that the species move toward along the resource gradient Vm, but
neglect other crucial effects such as population densities. A more realistic term is
V(m — g(u,v)) rather than Vm, then the first problem is to choose some suitable
g(u,v). For mathematical analysis, sometimes we need to guarantee the "2 in 17
structure, that is, two equations with the same parameters can be added into one
equation (see the proof of Lemma 3.5 and ref.[7], Lemma 5.4). A suitable choice is
g(u,v) = k(u + v) for some constant x > 0. To study the modified full system is
a challenging task. Indeed, our main results may provide some useful information
for the modified full system since our full system (2) is an approximation if x is

sufficiently small.
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Appendix: a Manual for Maximum Principles

This appendix is contributed to be a collection of (parabolic) maximum prin-
ciples for weakly-coupled parabolic linear systems '*. The main ideas to prove such
maximum principles can be found in [16], Chapter 3, Section 8.

Let Q C R’ be a bounded domain with smooth boundary 9. For given T > 0,
let u(x,t) = (ui(x,t),us(z,t),...,un(x,t)) be continuous in Q x [0,7], and D,u,
D?u, and u; are continuous in € x (0,7]. Suppose that for each k = 1,2,..., N,
ug(x,t) satisfies the differential inequality:

Our _ ~—~ () Pur w0 O S
rn < ijzzlaij (x’t)ax oz, +ij (55775)% + ch (@, )u; in 2 x (0, 7]

j=1 J j=1

(k)

ij

al(-j]?) (x,1), bgk) (x,t), and c§k)(x, t) lie in L>(Q x [0, T]). Suppose cg-k) >0in Qx(0,7]

where [a;;’ (x,t)];x; is non-negative definite and uniformly elliptic in Q x (0,7,
for k # j, then the following maximum principles hold.

The Parabolic Strong Maximum Principle

If max max wu;(z,t) = uk(zo,to) for some (xg,tp) € Q x (0,7, then ug(x,t) =
uk(xjg, tf:)x [i(;lT]Q x (0,tp)-

The Parabolic Hopf Boundary Lemma

If max max uj(z,t) = ug(zo,t9) > 0 for some (z9,%) € (2x{0})U(O2x(0,T)), and
(xO,JtO)Qsjgiz]fies the interior sphere condition in € x (0,7), then either u; restricted
in some neighborhood in Q x (0,ty) is a constant function or d,ux(xg,t) > 0.

The Parabolic Comparison Principle

Let D C RY be a nonempty closed convex set, and f : Q@ x D — RY given by
f = f(z,u) is C* and cooperative in u. Let @ and u be continuous in Q x [0, T, and
D, Dyu, D, Du, %, and u, are continuous in  x (0,7]. Suppose that for each

k=1,2,...N, the following differential conditions hold:

8uk ! ) aQuk l ) aUk '
= ]Zl 0 @) 5o jzlb" (@) gy + fi(w) QX (0.7)
Blus] = s < 0 on 002 x (0,7)

1A parabolic linear system is weakly-coupled if it is coupled only in the reaction terms.

29



_ P l -
T = 3 ) S W, )0 ¢ fam) i@ x (0,T)

9 Y 0, )

= 7 (%’j
Blay) = 0,ur > 0 on 902 x (0,7)

If uy,(2,0) < (2, 0) in Q for all k, then ug(z,t) < ug(z,t) in Q x [0, 7] for all k.

Some Remarks
1. A direct consequence from the maximum principles is the uniqueness of the
classical solution of the weakly-coupled parabolic linear system:

% = i a(’?)(:c t) Oy + ib(-k)(a: t)% + ic(.k)(x Hu; inQx(0,7)
ot i1 Z] ’ 8&31833'] - J ’ 63:j = J ’ J ’

J=1

B[uk] = 8nuk =0 on 0f) X (O,T)

For any given T' > 0, the maximum principles are applicable whenever the solution
of the above linear system for the domain §2 x (0, 00) is restricted on 2 x (0,7'); thus
by the uniqueness, the maximum principles hold for the domain 2 x (0, 00).
2. In the full system (2):

[al (2, )]s = i1,

bgk) (z,1) = —apmyg,(v)
cék)(m,t) _ [m(z) — ;ui(x,t) —arAm(z)] ifj=k
0 if j £k
D=K"={uecC*™Q):u>0}
fela,w) = fulz, wr, o uy) = (2, ) [m(z) — Zui(x,t)]

Hence, except that fr may not be cooperative, all the required conditions are obvi-
ously satisfied.
3. If N =1, then fi(z,u) is cooperative in u vacuously by definition; hence The

Parabolic Comparison Principle is applicable.

60



References

[1]

[9]

J. Dockery, V. Hutson, K. Mischaikow, and M. Pernarowski: The evolution
of slow dispersal rates: a reaction-diffusion model. Journal of Mathematical

Biolology. Vol.34, 579-612. (1998)

C. Cosner and Y. Lou: Does movement toward better environment always ben-
efit a population? Journal of Mathematical Analysis and Applications. Vol.277,
489-503. (2003)

R.S. Cantrell, C. Cosner, and Y. Lou: Movement toward better environment
and the evolution of rapid diffusion. Mathematical Biosciences. Vol.204, 199-
214. (2006)

R.S. Cantrell, C. Cosner, and Y. Lou: Advection-mediated coexistence of com-
peting species. Proceedings of the Royal Society of Edinburgh. Vol.137A, 497-
518. (2007)

X.F. Chen and Y. Lou: Principal eigenvalue and eigenfunctions of an ellip-
tic operator with large advection and its application to a competition model.

Indiana University Mathematics Journal. 627-658. (2008)

X.F. Chen, R. Hambrock, and Y. Lou: Evolution of conditional dispersal: a
reaction-diffusion-advection model. Journal of Mathematical Biology. Vol.57,

361-386. (2008)

R. Hambrock and Y. Lou: The evolution of conditional dispersal strategies
in spatially heterogeneous habitats. Journal of Mathematical Biology. Vol.71,
1793-1817. (2009)

R.S. Cantrell and C. Cosner: Spatial Ecology via Reaction-Diffusion Equa-
tions. Series in Mathematical and Computational Biology, John Wiley and Sons,

Chichester, UK. (2003)

L.C. Evans: Partial differential equations. American Mathematical Society.

(1998)

61



[10]

[11]

[12]

[13]

[14]

[15]

[16]

D. Gilbarg and N. Trudinger: Elliptic Partial Differential Equations of Second
Order. 2nd Edition. Springer-Verlag, Berlin. (1983)

D. Henry: Geometric theory of semilinear parabolic equations. Lecture Notes

in Mathematics 840, Springer-Verlag, New York. (1981)

P. Hess: Periodic-parabolic boundary value problems and positivity. Pitman

Research Notes in Mathematics Series. (1991)

M.W. Hirsch and H.L. Smith: Asymptotically stable equilibria for monotone
semiflows. Discrete and Continuous Dynamical Systems. Vol.14, 385-398. (2006)

S. Hsu, H. Smith, and P. Waltman: Competitive exclusion and coexistence for
competitive systems on ordered Banach spaces. Transactions of the American

Mathematical Society. Vol.348, 4083-4094. (1996)

X. Mora: Semilinear parabolic problems define semiflows on C* spaces. Trans-

actions of the American Mathematical Society. Vol.278, 21-55. (1983)

M. H. Protter and H. F. Weinberger: Maximum Principles in Differential Equa-
tions. 2nd Edition. Springer-Verlag, Berlin. (1984)

62



sz P FER

,FL\J_,%L\J_, ~ B A {Jw ~ B X TEL\JJ o
—_ ﬁi"*:
P

i Y P 55 = (W - R PRI - B R f?ﬁlfﬁi[fﬁ?ﬁﬁ*
onog ﬁF 17 PR R A BIRER=2 S YR (7)) (FFEY (7))
“?ﬁdfﬁf: 2010 5 2 F RN RV - F o B ARG 2010
F 25 ﬁrEﬁ“‘ﬁEﬂ%”’TE VRVEAIY R (1) ~ (7] ViHeE# > 5 51
FYRE (6] [t 8 P BT 2010 = 4 F] > FIARSERSHE S F] o SEARHIS
7RIS o G = ] ¢

=~ EERE

T IS SR JEANT 2008 F AP A 7 JhL- BRI A S “’?‘5@ Ifkﬁ R
PO MRY +~ 4 4 2 A Uy = (2)> P2 AR ot (5
S5 ~ BRSPS R N R (1) i1 Theorem 2.1~ Y (3)
(4] [i9pv Theorem 2.2 A1 g (6] [ fiv Theorem 2.3% 2.4 - Hidf F» #-t
e BRrIREERRFEEAIR/PIE P o

YR (7] r+r)¢uyﬁ*’*ﬁth%fﬁ%£[f& (local stability ) {2l | » = 4 B
(principal eigenvalues) ﬁﬁjﬁ*ﬂﬁip RS A BT ,gﬁ’?q WP H 7 ((coexistence)
FORPER IR - 2 A9 LS R ] - ki (thetheory of monotone dynamical
systems) eyt = AR % (global stability ) o FE 'l AR

Ep,ﬁﬁ[f*f%{%‘[‘ik — PERHENE - AU

ARV '*‘bﬁﬁ%ﬂp}%ﬁ PLRLY L (1)(3)(6)(7)> “Ji¢ﬁﬁ¢ AU TR =1 e
PISt > VR (7)) = R R IR T S e (dlvergencetheorem) IR

= WA (53 T FRAORL A A SR S RS R S -
R PR g N O  ELEEL R Eo
FPHEEY - X 7Y 2 2 &F 15 sl BT @k o

ﬁg# AR &F&«%«W“VJL%%ZHF T2 F%’@ ’*%jﬂ?ﬁﬂﬁﬁ(reactlon -diffusion
equations) fi J’JIF:«J‘Q By Py I—J: TR L A S SR TR
( maximum principles) ~ % ﬁ‘ﬁ-ﬁlﬁ ('semi-group theory ) ~ *F B %J%‘Eﬂlfll%\'% B
%ﬁ%ﬁ ( center manifold theory ) » lﬂﬂiﬂf%gﬂlﬁwﬁfﬁupiﬁiw TR
== _’*Fﬂﬁlﬁ% B 25 ﬁi%ﬁﬁi Lotka- Volterraﬁﬂ HI R G RREIRE P RS
ISR AR o [ e 7R BRG] LotkarVolterraffi o

1 EE T il VEERL PR % =5 (intrinsic growth rate) f\_f{ B 1)~ I (interaction
matrix ) £% %‘ﬁﬁr (dissipative) =4 o



AR > BV kL [ R ETE] AT -

AL (7)o SRR R ’FE‘FTWE*? 7FPJ
[ 75 T T S b e RO ) e - ]
2010 & 2 F|H A E - T e %'F’%"‘ JEREL e

=~ FHRE
YR RRARL 1[5 (1) (3] (41 (2] (6]

YRR (S VR PUATE R b i SYMATET LA R (5 ) RLPEL-
FH[F &i;‘ﬂ lmﬂrﬂj Fﬁrﬁ@ﬁuiﬁ"ﬁ_ﬁk (‘asymptotic behaviors) ARV -
(7] ?PE’HSJ A ELE%FE‘%EJIﬁI > [ P

Y1) fﬁf‘t VA SV A R TypeA U2 RIAER - FE YR (5)
Vi FRIB %@ﬁJT%HWQWﬁ1’[P¢W%EU$mIW
(EL i (1) E*EF‘"‘DLHH Iﬁ'&ffﬁéﬂ;@%]g (eigenvalue problem) - J IR X
FURLY A L3RRy Lemma2.2 > 38 5 £5 1 (semi-trivial equilibrium)
A T 1 —régggl o ZY T [P e E E([ g2 > {EI R AR T A=l ™
¥ Type B == TypeC Jﬂ&‘[ﬁ?% T EIAULL 2010 & 5 F[FSE R (8] FRE
SE SR b e e | (E‘Hm@ Theorem1.6) = {19} > %%f?ﬁ Ao EJF‘J*E‘IEF%H
SR r3?[1] FURdifN o R =T SRR T S ??ﬁﬁﬁ’i} (diffusionrate) %
o PR R AT ST o T ﬁ%ﬂ]%%qﬂ PR A Y
HIFRIV i H ri?ﬁxm*ﬁ"wﬂ?ﬁ"ﬁhi@«*%*—[*“&pl’j HJ'J‘”E %‘gﬁ 'ﬁﬁgﬂw’
VR (1] $R3V Morse 75 i > {E1+47 FIjFIF%Conjecturel £ ‘Ef'jfﬂ J[H JEH - SRy
PRIET 2 FEE Conjecture 1 » iTu‘\if LS E £|[fie Morse ;}Efiﬁbﬂﬁlrjﬂ A o

VR3] iy E Fpu?i/ 51 qH A fﬂm » 2 Type B {1 mffﬁiliﬁﬁ?ﬁ#
(Eiﬁ%’ﬁd/ Theorem3.4) » S 1§V & (3) Eﬁ’g”*ﬂ@ F15 #r (perturbation analysis)
ko RN SRR AR RIS B e (implicit function theorem) fYfiE(F (L
T”d/ Lemma3.2) - pi- 40 I+Fu?'ﬁ3*”ﬁﬁj“w§ff YR (3) I EL YRR (7))
HVRED 125 F] - *E*EWDIH A A A 2 R BT 15 RS
fgasl]d: (= u&ﬁiﬁﬁ%ﬁﬁ% PR R A S A

V(4] ;lﬁ?’?‘/iww Ch ey ﬁ‘“mﬂrf 55 > 4[] Type B llfiﬁfaﬁilf&ﬁﬁﬁ%
(Eiﬂm@ Lemma3.4) - 195%[4] B9 FH S ENH O HvE YRt (6] UEE 4
RV (4) FHpo— e Eﬁ%rﬁ@ FllpiET Lemma3.4 » I’H@%&Eﬁ%@
BL6) [Py R (4] SR (40 S PO e a1 (elliptic
regularity ) ﬂs}?t’ﬁrgé‘eg\’r%%ﬁb 0 E;Jr = R R L P R R o i 2530
PR 12 PR O R AR TP £ € e L R o R L -

2. R. S. Cantrell, C. Cosner, and V. Hutson: Ecological models, permanence, and spatial
heterogeneity. Rocky Mountain Journal of Mathematics. Vol.26, Number 1, 1-35. (1996)



Yk (2] pu BRI D - RLIBE, I%iw‘?‘iﬂ/}{kd[zﬁh (convex) » J[f' 1] @;ﬁ—¢%
¥ Theorem 1.2 v~ ] » =& & — {li 55 % =" fil rQﬁT,JEI UG B ?;I/
AU BRI PIEIO RGN - ST a%ﬁwff% [2] o FYRA T
#I:J} lﬂﬁJﬁﬁ‘ﬁ@%ﬁﬁ%"j%m&mﬁ ] 5 3 & bR Aok ¥ iha ﬁb{f“’ i fe
KES ’ £ PR %% ens i B (bifurcation diagram) » [RF=5 3R IR B > FHyRE R
PR (LI 5V B ffty Remark) * -

YRk (6] Fifg A Gk SEPET > 2] Type C v Rl « [ Type C fL
= A T Ry J,qﬂﬁﬁ RS R R [T PR R
BRI S B AT ReER PRS- A S sk ] ’Z#&F%*Fﬁgﬁk
A AR Y ) (advective tendency ) s B PR ST
,a'::[l:g\lf[%ﬁ@]’% » KRt IF\* 7’}@%% 0 %:[LLA ﬁlm#q};ﬂﬂlj (3)(4) Vi
(6] [ R4S T [ FUF} ””‘J%‘ﬁ]@lﬁh"ﬁ WP 2o Fid s S EL R (6)
Hlﬁﬂgwuvu it RS £ Uﬁﬁ (INE gt <E'T.ﬁ1/ Lemma4.1 A14.2) -
i o A R B PR A A g [5] 2 Jf—*]f%ﬂ:aj VT TR
(E‘Wu‘\” Lemma4.6 A14.10) > '] = 4 F5 FJEIP‘F PR 4ED (A3)
[HREFRLR > [y 504 754 2 i Theorem 1.3 B fIof -

T~ ERIFER

AR SRRV R (1) ~ (7) & > 2010 F 4 5| =5 ,T"EF"LTU o FRE
SRR EIHT - REE KT R M&® i mf*éﬁ

BT T F IR > 25O i fiferil ) LotkarVolterra M e
fLI% ~ FIP T SLOE R (flux method) JE811 TR G EAFRIPT (CL)
~ (C4) FHPFIEL (constraints) [ fjZpu IEFME « it Rk NE 4
I (A1) ~ (A3) SR 3% ok B <mmpuons>%m@ LR

Eﬁfﬁ;ﬁ I B RS R S RSP T ﬁiﬁlégiﬁl%&g UERY o

il B BV RL ST~ F" 577 'J‘Q“ ( Frequently-applied Theorems and the Main
Scheme) [ fLA ﬁ.ﬁdf AEAF R o koS 7 Type i > Z5 gEsE 4 {PTE AR
F{J§L¢FF @k&:@guﬁ B kzpl® ( EIF‘ i Theorem 1.6 ~ 1.7 #11.9) - v[[«ﬁjﬁﬁ%{J
([ Type [AH-F ™ e FFIAE AV EE RG] = % o ik Type C sk 20—~ &%
AL | FSHCE T 2T TR Type C o= 7 Ak glﬂjﬁ N - SR - S

3. HtY R (3) = Q‘Tl}bd/’ﬂ%[ﬁé‘j i{‘“:ﬁl ARV Y (2] AR ) Remark
IS R gV A BRI R (2)

4. #‘“;ﬂ@ @EJJ? Iﬁmj J/Eﬁ 12 "'LaTexE"ﬂTeXworks A R ] Lyxo [ﬂt“p I
74 {[J 2 =I5 LyX LaTexf\_””?‘ ﬁlﬁﬁé' Fﬁ,ﬁfl\ u;‘zf e BT S R LaTex

5. [lI#* Lotka-Volterra TELEI 1A ﬁ‘?al Hze FH 53 E‘ij%"\fm A ;{‘/[’Hr‘fm R M
Bl Fp ;} VO e (cooperatlve) 7491 (competitive ) fl‘/ }‘F" ( prey-predator ) » ¢ Hﬂ?ﬁr
ﬁi* IF'{H Hﬁ’%iw}*'@%ﬁﬁl AT R 2] rT,; il PS5 %@4 it

f‘ %Iﬁm[[ %! ff\_j FREfy 555 o
6. = IF—JF' J§L¢ % =y ’rdrg;efiﬁ UiEFTEE nﬁjﬁgﬁ—[iﬁ UHYET | 2 R AU 2T o



T % - Theorem 1.6 AU 7 T « Theorem 1.7 pOgfiHEsRfi 1 - l'gﬂ'gr%
7 TR [ 2% | (linearity criterion) s Z§ L P THAgkE L R (15) F vl
YR T IP9IETE - Theorem 1.9 RIS B AVERT 5 £ R E?‘?‘E@JJT
AP > TS LU R R (14 3™ ] Theorem B F&%{U[’g‘fﬁcf‘ ; F"J%Eﬁ'ﬁf
SPESH IV HCE R AR ENERY RIS (main scheme) -

Fﬂ%{gﬁﬁqUWuxﬁmﬂﬁgj¢HWbFwpujwkwf,%%k’%m%
,ﬁgﬁ J;uiﬂ SREEIA ) R i T B FL Lo r
- FJ[@ — VR ]&‘gﬁﬁﬁfé’lmk It ’ir;@gﬁ%:ﬁ i f j;ﬁ 5 H T4 H
PR IR AT ra‘”?»r % | E‘Iﬁ‘p%ﬁs@g@%lpﬁ i ﬁlj‘l‘pﬂ R
FHFE'_EE[LJ@;EHI TR L&iﬁﬁp%gru—}_ﬁ&’ﬂr”@ , Fgcﬁ?l—mﬁ L FF g
Fo— R — I&‘gﬁjﬁﬁ Bk o FLT G TR E{gﬁ[ﬂilt
Hfl YR 2o ) IE’ﬂ;ﬁﬂJyE o MR R, hE it 5’,‘?'@‘ P RF R BB AT R
LAGEH TFARE R RER TER ) SRR PR B

MR e rﬁ“ﬂu I 2 ‘_:I[*F} E’Eﬁ}‘bﬁyﬁip%;”ffjp Jjg% ISAUEIVERL
do S G A B AR B kehp FoRIAR B R RES S '17‘ﬂ“ 10; LA
AIY 4 R PARIDRT REEP 1,

TypeA L Type B AT CFVRLE] » = %'%@%@E} (R IPVBEES A )
Y o T FYERI P AR R > RUPRLES S ﬂJ%“r'glji@T?ﬁl%ﬁggljgﬁ
kT RLISEGE, FORLTHEHIE 4 Type O I 0 E o T2 P9t
AFH AN ¢ LT TypeA 27 P AT A EL T (interlude) 2 TRUNELT
1A FL“':TE: IFEN (E[Hm?if Theorem1.1) = l?f% B[ e opl [ Ve 2 F{I,’Zii -
F’Fl[ﬂiif e l?ﬁ ﬁHUE‘JF IR g i fgfﬁ;’?fiﬂﬁ [ofs T ff*’iﬁfﬂ
[Bh dak (biological feasible region) ? [fHsEIRIAVENRL T ‘[‘ﬁJ s RLEL S SRy
TR~ E'}’@E'Jﬁ%ﬁ Hxﬁﬂ* o oy ) R Lemma 2.5 5 iVE"\’J%WE'éLF’E%EW o

Type B+ S FH SR - (=5 % 1 DI ﬁfa%ﬁ“ RSP IR
AMPGEY gt (10 214 %F&f%‘ﬁﬁ[ﬁ‘rE‘lJ ENIRE - RISl

_-Et

7. R AE R TR SRS R [ Ry SR o B2 R B - SR e
ORI N -

8. E,IimfﬁZﬂ‘*'j[F[f@TheoremB = PEIH gn,:m :LFVL‘i f %’»:’fflf—rmi‘/]gu i -

9. I iﬁqﬁ_ﬁ@ EMIk ﬁ*ﬁ‘ﬁf" FERARR% | FIJF{,I‘} s f TUTP Lemma41 4.2~ 4.7 H14.8Y

e

0. Deidpmmy Jﬁwﬁ[ Rl 5k J’Fﬁ PO  Soboley 137 AR 3 ok
53 117 WIS R R (9) (10) P

11. fﬂf; (g Hﬁ# g RAIPTEY 62 F1 > oAkl SRR P M i

iﬁﬁﬂ’ [ﬂ"%l = %ﬁéw A N r«Tr1998 F AP A1 JE] 2008 F GEAFUY ER0T )

pJ;lfglgﬁFﬁ' FI[HIEFIEI R L F" Jﬂﬁxpg » IS HE 7¢ﬁ|1¢§|ﬁﬁ%§3£%ﬁﬁ}ﬁﬁﬁl
{11 Bl g TR S I Hmﬁﬂ *HJFW* DR

12 53 ATRCR FA B BRI R o RTAVE TR TR (L RE
O [ i %’ﬁ%fﬁ@%ﬁé °



mﬁﬁﬁﬁgﬁﬁﬁ“?%W%n<EWN*ﬂwm3® RE S e Ui
BB T S0 SRR S R R - b9 Ik

Lemma3.5 i » FIRETD [V (2] poadiid -

fmF”l’ Type C[Ff > Fi Ao [l B L ey F_TheoremlSHlabgl\fﬁaF upl
IS LR B O
@%Hlﬁﬁ'%d [ B R (B Tu?i’ Lemmad.1) fE il |4 5350 - H¥ -
SR B T IEU7J)P?(E[‘FU_\1/ Theorem 4.5) Ji' I'| SR L1 Lemma46
A A.10 SRFERFIRIN o [N lﬁ?“%ig[ﬁ Theorem 4.5 [ 23 - BEGR
Theorem 4.5 [El FIENROEE T A ST ARE Igliﬁﬁ,lﬁ-,lglﬁp GBS AT
AT F[U%ﬁﬂjﬁ o bIgE o 5y f;"ﬁﬁE‘ﬁEﬁfiﬁg'W B (13) Theorem 4 fiufE (¥

ﬁﬁ%%ﬁw?%W%mnn%wwmg@WPaﬁum%ﬂw
R LRI TSRO R o) 1 KL
LA Theorem s » 25 ok + Tl 75 L Wwﬁiﬁﬁiw
f9= Jeldh (U g a3 I 7 (Further Problems) (s ifl %5 B9t -
HOT T TR (70 SSEIRIE O -

Fiok Type C i BBl i » Z530F Py TG 0+ ko 4 TR -

(1) 2 AR iy A et s (fLaT- éﬁafrfifﬁiﬁl‘ﬁ'ﬁ) Vit (15)
Corollary 4.1t + & i 1% PRI R R e st
(2)  Ypfe SpB syl TR TR = BB SSHCE ISR (appendix) FEH #9771
ﬂﬁ*@m%w#”?W%LAQE“
SCEER e DAL wEﬁﬁ6FwE$WWU%’$%E
2T IRIRRYA T Eﬂﬂ f?’?J?t Tu?i/ - f‘[ BRI ATEE I Bona 5
@Eﬂ%ﬁﬂﬁﬁ%¥Wffj”?ﬁ?ﬁ% BIGUFY RIPEE -

13 PHERE R R AP E HEJJ:F RV e ET LS i&ﬁ: FISLE TSRS N >
By I—El”%‘iqéﬁj/ Theorem 1.6 EJE@ B |25 1L [ 8 SRR o 5 T SRR
rirGT‘ FEE o AR G IR '3‘:%3' R o xﬁ %’Jlfbﬁ Vi kL W2

HiHEL, pli&“

14. *IE FLE'I 77 ERAEN B PRSP o AfeTEs Y e i R #Eﬁ@’f’? (9] (10 Al » (K%
&) E' W%‘EZ i wai:lﬁﬁtjplff 57 b (Bl l?r?ﬂ/ Lemmad4.1) - $oP2%] - fif
FLE'I i’ ;ep]zlzwg;? [16] = %,[xp%{ﬁﬁ HF 1UZ5 5 ( Lectures on Reaction-Diffusion
53/Stem5> FHe s ?%ﬂ Y > FRE YRS RIVRIVIRAE S F IR (16 P"l”ﬂiﬁﬁﬂ’
G ] ) 71”5’?[16]

15, R ERIVIEA - %‘M B Jmner © R97221006@ntu.edu.tw FY ntutiws@hotmail.com -

16. 1& ,iFl Eﬂ”jﬁ, ﬂljf& YH IR R = e iﬂ[ﬁlrﬁ (gljﬁry Theorem 1.3) » UGk [ 1

gﬁ ﬂE’!ﬁ lxﬂlﬁ‘i FJTJE?‘%IFU&EEET b9t > Bona 4;& fﬁ'ﬂgﬁﬂﬁ%}f%?”ﬁ%ﬁmﬂll
IJ1E| NS



mailto:R97221006@ntu.edu.tw��ntutiws
mailto:@hotmail.com

I~ SBRFER
WF + 5] 12E'?E*T<J?Eﬁ;[n—\.¢ > B ,mﬁéul/pwbv[ﬁ » Ep[i— FBAL

RGN SR (B UNSE N 5 S TR S B R
v e AR AT Al Do 0 LT SR R B

LG g o Ao ARF L p 2 ] T AR RS
sbﬁaf&.\»léﬁg%’?» SN IT s MR G R A IR G f e ghAaE
o R A F REEIR B R AR g% -

HESRTS V7 52 5 SR T AR R fie %P?F} ISP b URLRE P
racd fﬂﬁlphij FLEJ,  [EYHRE ré"[i@ﬂ R < ‘*‘:’mjﬁﬁt'gwud’ 7
ERIEE o JERL TIpvEE T TRPEE ) AN T

vt A B 1A B APM 2 p g xR THuA
= —‘5% standard ~ obvious & trivial > @ G5 -

F%‘—J ’ﬁ TI2E_
$4 fen3 %*{ ’J 3 7Rt w3 standardsobvious e trivial s EI2
o @”fy?f”féﬁg RS TS AE LIEE LR

EON RS I?J’E VN e e E FL Eﬂ%ﬁ‘/ﬁruyﬂﬁﬁj standard ~ obvious
i trivial P ;[@w i ”ﬁéiﬁ%u R L Wﬂw
iﬁﬁﬁ‘??}ﬁj RLFPEE [kl RIpVE SR W}F'IPILHT?F”[F“%'%A
LSRRI (E

?K%Fﬁﬂgﬁ%éﬂ?f’&giué\lﬁ‘lgﬁé _;g:;g,s\»‘ BE NI, 1 ;;bé_fpy\wrveyofé—”ﬂ:
EAW AW | BEEL > T UEAEE Sk o R AN EA LR
’ﬁ : x]%?‘}*&‘?

ﬁ%ﬂﬂiTWP¢%¥ffﬁ%ﬁ#WﬂJwﬂ*(ﬁfﬁi
Elcl [Fllﬁlﬂl[—{’wju’jﬁg 7 IEEEJ:&%EE’[TU H F‘@ﬁiﬂi » Y ngaﬁm =7
Upsr ) =8 RS ) pURERR B RIEIRIPY - EEYRIZEE L -

r:tug ] By TSR i Rl ﬂ[ﬂﬁijfpfj
isqe’zﬁglj Bl o S OIRERET VN R R m& SIRTIE e TR o
3T WY AR S 4 SR > 797 all or nothing > 4145 ﬁﬂriWP“E i)
Eﬁ‘[éﬂ' Filel sk -

R s A i L T S PIG AE AL i @
%’*u f Wu r%@?ﬁ R F‘/?E—Jﬂ PN U EE«EJ ) E%ﬁsﬁ‘/ﬂ’i#
JE% J ‘*”MJT"LE&'F'IﬁE Rl E Zf%ﬁ ﬁ“# PR uIEIJF g;j J % mﬁjéﬁfy—f ‘gij:
H I thHx o Hi IR ﬁ“ﬁETf;aﬁﬁﬁ%?“ﬁu R o 7% Tutif’mu Jia# R Pﬁﬁgﬂ
A IL'FTJ%F&J“&VW {20 IR 2 T A -



	frontpage.pdf
	thank.pdf
	chi_abstract.pdf
	Eng_abstract.pdf
	contents.pdf
	main_thesis.pdf
	reflections.pdf

